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Abstract

This publication meets a long-felt need to show the relevance of cybernetics for the 
social sciences (including psychology, sociology, and anthropology). User-friendly 
descriptions of the core concepts of cybernetics are provided, with examples of how 
they can be used in the social sciences. It is explained how cybernetics functions as 
a transdiscipline that unifies other disciplines and a metadiscipline that provides 
insights about how other disciplines function. An account of how cybernetics emerged 
as a distinct field is provided, following interdisciplinary meetings in the 1940s, con-
vened to explore feedback and circular causality in biological and social systems. How 
encountering cybernetics transformed the author’s thinking and his understanding of 
life in general, is also recounted.

Keywords

Cybernetics  – social sciences  – first order cybernetics  – second order 
cybernetics – transdiscipline – metadiscipline

…
My purpose is to bring to awareness much that is taken for granted. 
By this means, I hope to increase self-identity, intensify experience 
and decrease alienation. In a word, to take a small step along the 
road of self-knowledge to help reintroduce man to himself.

Edward T. Hall, The Hidden Dimension (1969, p. x)

⸪
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 Prolegomena

In the beginning, the Lord said, “Let there be light” and there was 
light.
In the beginning, Heinz von Foerster said, “Let there be sight” and 
there was light.
The physicist said, “In the beginning, there was the big bang.”
The cybernetician said, “Tell me a story that explains how it is that 
you can tell me a story about the big bang or, come to that, how it is 
that you can tell me a story at all.”

“The force that through the green fuse drives the flower  
Drives my green age; that blasts the roots of trees  
Is my destroyer.”

Dylan Thomas

⸪
Dear reader, we begin with two human observers, you and me. We are having 
an imaginary conversation. I imagine you imagining me imagining you imag-
ining me…. You imagine me imagining you imagining me imagining you…. In 
principle, these repetitions of forms embedded in forms could go on to infinity. 
They are examples of recursion (writing again), also known as the re-entry of a 
form into a form. They are also examples of self-reference (reflexivity), as can 
be clearly seen in the form, “I imagine me imagining me imagining me imagin-
ing me …”

I imagine is a process; the me’s and you’s I am imagining are the products of 
that process.

However, in our ordinary experience of thinking, we do not generate (or 
compute) an infinity of forms. Why is this? The simplest answer is that we run 
out of the energy available for thinking. By the time the energy is replenished, 
our thought has terminated and needs to be reconstructed. There is only so far 
that we can get when we imagine imaginings or construct perspectives of per-
spectives (meta-perspectives). Our thought processes are embodied. They do 
not exist separate from the brain/body system. There are limits on how much 
thinking can be done at any one time. As well as energetic limits, there are 
capacity limits, depending on the speed of processing in the brain and the size 
of what psychologists refer to as ‘working memory’ (roughly equivalent to the 
surface area of an individual’s cerebrum).
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What does it mean to be embodied? To answer, I will begin my story with 
the big bang. (I could, of course choose some other myth as my starting 
point. I choose this one because it is a familiar idea in the culture in which I  
find myself.)

The big bang releases energy/matter: there are processes with products. 
There are events with duration in time and entities with extension in space. The 
physicist, in his theorising (Greek, theoria, picture), says that, from an initial 
state of symmetry (balance, equilibrium, stability), the big bang breaks the 
symmetry and the laws of physics emerge. Without these laws (constraints), 
the energy/matter released would instantly dissipate. There would be no time. 
There would be no observers. The source from which everything comes would 
be the same as the sink to which everything goes.

In the physicist’s theory, the emergence of the cosmos (a universe displaying 
order) conforms to the laws of thermodynamics (Greek, thermo dynamis, heat 
power). The first law states that energy/matter cannot be created or destroyed. 
The second law states that disorder or ‘entropy’ (Greek, en trope, turning into) 
in the universe is always increasing. The arrow of time is irreversible. The final 
end is envisaged as a time when entropy/disorder has reached its maximum. 
(This is also known as the ‘heat death’ of the universe.)

The flow of energy/matter from the source (the big bang) to the sink (maxi-
mum disorder, heat death) can be likened to the flowing of a stream. The 
emerging lawfulness is like the rocks and irregularities in the stream bed that 
affect the flow of the water and cause eddies and whirlpools to form. These 
eddies and whirlpools are islands of order that, as they come into being, tem-
porarily reverse the second law of thermodynamics and reproduce themselves 
as stable organisations: galaxies, stars, planets, living systems, human observ-
ers. For us humans, our local star, the sun, is the major energy source that drives 
and maintains the biosphere (Greek, bios sphaira, life sphere). The biosphere 
is a dynamic system that circulates matter in various forms, providing ecosys-
tems for all life (Greek, oikos systema, home system). It is intimately connected 
to the dynamics of our planet, as the oceans, the atmosphere, the earth’s crust, 
mantle and core interact.

The physicist sees himself as the observer of an objective reality that is exter-
nal to himself. In contrast, the cybernetician is part of his theory; he explains 
himself to himself as a system of thoughts – a narrative – that reproduces 
itself as a stable but ever-changing self-conscious self, embodied in a brain/
body system that constantly reproduces and renews itself. Just as thoughts are 
embodied, so are our bodily reactions experienced as feelings and emotions 
(affect) and interpreted (old English, felan, to touch, to experience; Latin, ex 
movere, emovere, out move; ad factus, affectus, to done).
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Whereas the physicist believes that he is discovering reality, the cyberneti-
cian knows he is constructing a reality. In the objective reality of the physicist 
armed with scales, a ruler and a clock, a universal law has been discovered 
that shows the equivalence of energy (E) and matter (m): E = mc2, where c, 
the speed of light, is a constant for all observers, even though their reference 
frames may be accelerating relative to each other. In the invented realities of 
cyberneticians, when observers converse, they, to some extent at least, share 
a reality; they synchronise; they coordinate. When this happens, the rate of 
change of change is the same for those observers. Their clocks are ticking at the 
same rate; their rulers and scales make similar measurements. For a while, at 
least, you and I are in synchrony, as reader and imagined narrator.

Part 1 About This Publication and a First Look at Cybernetics 

1 The Aim
This first part is introductory. It provides a first look at cybernetics and describes 
how the book is structured. I have been thinking and writing about cybernet-
ics for some 50 years. All through that time, I have seen the need for a text that 
communicates the main ideas of cybernetics in a user-friendly way, avoiding 
the formalisms of logic and mathematics that are off-putting for many read-
ers, but still providing the sense that cybernetics is, within the limits that it 
itself prescribes, a coherent discipline. Many of my fellow cyberneticians have 
voiced the same need, saying that what is required is a text or academic course 
concerned with ‘Cybernetics 101’, to use the American style of referring to intro-
ductory undergraduate programmes. One reason I believe that this has not yet 
been satisfactorily achieved is that no two cyberneticians see the discipline in 
quite the same way. Another reason, I suggest, is that one course suitable for 
all undergraduates, whatever their speciality, is asking too much. Specialists in 
physics, biology, psychology, sociology and their subdisciplines have different 
interests, different learning styles and different ways of looking at the world. In 
constructing this publication, my eye has been mainly on the social sciences. 
There is much that I write about that may be of interest to students of other 
disciplines but there is likely to be much that is not. However, the publication 
should be of interest to anyone wishing to gain a broad understanding of the 
human condition and the world in which she finds herself.

Many years ago, in a seminal essay entitled, “The architectural relevance 
of cybernetics”, the cybernetician, Gordon Pask, single-handedly brought 
about a pedagogic and practical revolution in architecture and the broader 
field of design (Pask, 1969b). In that paper, Pask explains why, after an initial 
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enthusiastic uptake, the formal and technical disciplines, such as engineering, 
physics, chemistry, and large parts of biology and experimental psychology, 
seemed to lose interest in cybernetics. Pask believes this is because those disci-
plines had existing paradigms (theoretical and empirical) for developing their 
disciplines. They took what they thought of interest from cybernetics and car-
ried on as usual with their specialist concerns. In contrast, the disciplines of 
architecture and design studies lacked agreed paradigms. Pask offered cyber-
netics as a way of making up for this deficit. His proposal was taken up enthu-
siastically. Interests in cybernetics developed that have proved to be fruitful 
and enduring.

In the social sciences, the story has been more varied. Cybernetics played a 
large part in the development of cognitive psychology. Cybernetics and what 
are now known as the systems sciences helped transform organisational psy-
chology and management science. However, in the social sciences (social psy-
chology, sociology, anthropology, political science, and economics), the impact 
of cybernetics has been more varied and less coherent. There have been several 
leading lights (for example, Talcott Parsons, Walter Buckley) who have explic-
itly used cybernetic ideas and also, from an early stage, a group of enthusiasts 
emerged who wished to bring cybernetics and systems thinking ideas into the 
disciplines in which they worked. It was in this context that the terms ‘social 
cybernetics’ and ‘sociocybernetics’ came into use. The former term tends to be 
used in the English-speaking world; the latter term is more commonly used in 
the non-English-speaking world. I have had long-standing connections with 
the international sociocybernetics community and for that reason I use the 
term in this publication where the context is obviously social. In other cases, 
I use the term ‘cybernetics’ to emphasise the role that cybernetics plays as a 
coherent, unifying transdiscipline and metadiscipline.1

2 What Is Cybernetics?
Let us begin with a first attempt at understanding what cybernetics is about. 
The person who coined the name, Norbert Wiener, wrote a book with the 
title Cybernetics or Control and Communication in the Animal and the Machine 
(Wiener, 1948). He took the term ‘cybernetics’ from the Greek word ‘kuber-
netes’, meaning ‘steering’, ‘steersman’, and ‘steersmanship’. I will take the terms 
control and communication in turn and see how Wiener’s definition can be 
elaborated. Later in the publication, I look at the key concepts of cybernetics 
in more detail. My aim here is to provide some ‘advance organisers’, messages 
that prepare the ground.

1 For an explanation of how I am using these terms, see part 6.
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‘Control’ refers to the idea that in a complex system one part may have a 
determining effect on how another part (or parts) behaves. As examples, in 
the system ‘classroom’, a teacher may control – or attempt to control – the stu-
dents; in a central heating system, a thermostat may control the temperature 
of the building; in the system ‘steam engine’, a ‘governor’ may put limits on the 
rate at which a machine operates. Another kind of ‘governor’ (a boss) may con-
trol a political state, a business or a public institution. In a ‘living system’, genes 
exert control on how the system develops and operates. A person, a ‘social 
actor’, may, within limits, control how he or she behaves in a particular context. 
The limits (also referred to as ‘constraints’) may be physical – humans cannot 
fly unaided – or social: constraints imposed by rules, laws, norms. Synonyms of 
‘control’ include ‘manage’, ‘steer’, ‘govern’, ‘facilitate’.

Let us now move on to the second of Wiener’s terms, ‘communication’. To 
highlight how important and ubiquitous is communication, note that for any 
controller to work effectively it must be able to communicate with the parts or 
subsystems that it is trying to control. In brief, it needs to be able to send mes-
sages informing the subsystems of changes they should make and it needs to 
receive messages from subsystems informing the controller of the subsystems’ 
current states with respect to the controller’s ‘aims’ or ‘goals’ (the terms are 
used here as synonyms). The goals may be very varied: to hit a particular target 
or to construct, maintain, recall, recognise or destroy a state of affairs of some 
sort. Here are a few examples: hitting a bull’s-eye with an arrow, riding a bicycle 
without falling off, negotiating an agreement, maintaining harmony in a social 
group, maintaining the parameters of physiological processes within desired 
limits. The messages from the controlled to the controller are usually referred 
to as ‘feedback’ or ‘knowledge of results’. A message that communicates infor-
mation about how far the current state of affairs deviates from the desired 
state of affairs is referred to as ‘negative feedback’, as it denotes an error or 
difference that needs to be eliminated or minimised. A steersman looks to see 
how accurately his vessel is aiming towards his desired destination. If the mes-
sages fed back to him indicate deviation, he makes corrections accordingly, to 
minimise the deviation. The term ‘positive feedback’ is used to refer to mes-
sages which have the effect of increasing or amplifying a deviation from some 
set value. Examples of this latter are chain reactions in explosions, increases 
in population as successful breeding occurs and the spread of rumours or dis-
eases throughout a community.

We now have a sight of what cybernetics is about: it abstracts similarities of 
form from a wide variety of systems to highlight the structures and processes 
that they have in common. It is primarily interested in a system’s organisation, 
not what it is made of (it’s ‘fabric’).
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Having recognised at a high level of abstraction the form ‘controller and 
controlled and the communication between them’, we can now highlight a 
particular aspect of that form, its ‘circularity’ or, equivalently, its ‘circular cau-
sality’ (the term is used in contrast to the terms ‘one way’ or ‘linear causality’). 
The controller affects the controlled and feedback from the controlled affects 
the controller in a circular process or loop. It is this circularity in how systems 
and parts of systems communicate that gives cybernetics its peculiar and uni-
versal significance. Circular causality is ubiquitous in complex systems at all 
scales, from the smallest to the cosmic. As my friend, Ranulph Glanville, liked 
to say, “Cybernetics is the discipline that takes circularity seriously.”

Let us now look at the other two of Wiener’s terms, ‘animal’ and ‘machine’. 
In brief, it is generally agreed from the broad span of Wiener’s interests that 
by animal he is referring to any system that partakes of the biological or social 
and by machine he is referring to any system that is an artefact of human devis-
ing. Under his term ‘animal’, we can include all systems that are usually distin-
guished as ‘living’ (plants, animals) or ‘natural’ (oceans, forests, ecosystems in 
general). Under the term ‘machine’, we can include mechanical devices, power 
plants, and all forms of information technology from computers to flags and 
‘talking drums’. We can also distinguish hybrid systems, understood as some 
combination of the ‘animal and machine’, for example, a horse and cart, a zoo, 
and all systems that are typically distinguished as ‘social’ (families, business 
organisations, societies, cultures).

It is worth emphasising now - and this is a point that we will return to later – in 
cybernetics, all the different systems that are distinguished are distinguished by 
a human observer. Communities of observers may agree about the distinctions 
made. They may also disagree. In their conversations, observers strive to reach 
consensus. They use reasoned argument (logic) and evidence to explain and jus-
tify their points of view. They may or may not understand each other’s points of 
view (perspectives). They may or may not agree about how well they understand 
each other. Given that there are understandings of each other’s understandings, 
there may or may not be agreement about the matter at hand. As a matter of 
choice, further investigations and further conversations may or may not be pur-
sued. There may be an agreement to disagree. Conversations in everyday life may 
approximate the form of scientific conversations more or less closely. To capture 
this overall state of affairs concerning the conversations of human observers, I 
have formulated five “Laws of Observation and Action”. They are:
1. There is always a bigger picture.
2. There is always another level of detail.
3. There is always another perspective.
4. There is always error.
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5. There is always the unexpected.
I have been well aware of these laws as I have been writing this publication.

3 How the Publication Is Structured
As per the contents listing, this publication consists of a set of relatively short 
parts, divided into sections. Once the reader has some familiarity with what 
cybernetics is about, the parts can be consulted in any order. However, if the 
reader is new to cybernetics, I suggest that, after this part, she next reads parts 
2, 3 and 4. There is a certain amount of unavoidable repetition as the concepts 
of cybernetics are deployed in different contexts. I have used cross-referencing 
to make this clear and to minimise the repetition. Since the publication is 
intended to be a scholarly text, I have provided references and footnotes.

Part 2 is largely autobiographical. My thinking is that an account of my jour-
ney towards being a cybernetician may give the reader an early sense of what 
cybernetics offers, personally as well as professionally.

Part 3 is a more straightforward account of cybernetics and how it came to 
be. Although it goes into much more detail than is provided in parts 1 and 2, it 
is still a relatively brief account of the discipline and its history. I provide refer-
ences to other sources and there is more fleshing out in later parts.

Part 4 provides some technical ‘meat’ for the publication. In it, there is a 
selection of what I see as the core set of concepts that give cybernetics its shape 
and coherence. For each of the concepts, there is a definition and some com-
mentary. This material could have gone into an appendix. However, I decided 
to insert it in the main text of the publication to bring it more strongly to the 
attention of the reader. She may well find it helpful, having read the part, to 
refer back to it for clarifications when reading other parts.

As is to be expected, the concepts are related one to another and are defined 
in terms of each other (they ‘entail’ each other). They have the form of a net-
work with circular connections (the cybernetician, Gordon Pask, refers to this 
form as a concept ‘mesh’). This reflects the circular processes by which a coher-
ent set of concepts give rise to each other in thought as a stable (memorable, 
reproducible) whole. Ranulph Glanville, and I were collaborating on construct-
ing the concept mesh found in part 4 at the time of his death. I have done my 
best to complete the project without him.

Part 5 discusses what we mean by the term ‘messages’. I distinguish between 
the mechanical transmission of signals, using a code of some kind, and human 
conversations, where the meaning (the semantics) of a message is interpreted 
by the receiver. There is a discussion of what it means to say that participants 
in a conversation understand each other and come to agree, disagree or agree 
to disagree. To anticipate, and as an example, although there may be syntactic 
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rules about how to combine words, and semantic rules (as in a lexicon or 
dictionary) about how words should be interpreted, the interpretation of a 
sentence will depend on how the receiver views the context: the ‘pragmatics’ 
(practicalities) of the situation. For example, this sentence, “Baby swallows fly”, 
has two possible interpretations.

Part 6 takes a broad look at the ways that cybernetics, acting as a transdis-
cipline and a metadiscipline, can help to integrate human knowledge holis-
tically and coherently, albeit, in an open-ended way. My purpose here is to 
emphasise just how powerful and useful cybernetics is as a unifying perspec-
tive. It provides relatively clear and simple ways of understanding the world 
and the human condition. This is a theme I emphasise repeatedly throughout 
the publication. Cybernetics, used reflexively (thinking about one’s own think-
ing and acting) and pedagogically (helping others think about their thinking 
and acting), has the power to liberate humans from their ‘mental chains’, con-
ceptual confusions and harmful practices.

In Part 7, I say more about how cybernetics can be employed as an intel-
lectual tool and as an aid for effective communication. I defend the thesis that 
cybernetics should not be adulterated by alien paradigms such as Freudian 
psychology or phenomenology.

Part 8 addresses the discipline of psychology, in particular, the vexed topic 
of ‘consciousness’, which continues to have vast numbers of intellectuals and 
innocent bystanders in the grip of conceptual confusion. As part of the dis-
cussion, I provide an extended account of human learning and the associated 
activities of perceiving, acting, remembering and feeling as a unified system.

In Part 9, I briefly discuss the concept of a ‘social network’. I provide a con-
ceptual overview of the topic. As an example, I ask, “What is the difference, if 
any, between a social network and a social system?” I do not attempt to sum-
marise the broader literature in which the term is been used.

In Part 10, I discuss how sociocybernetics can help us understand possible 
world futures. Here, cybernetics is explicitly used as a transdiscipline that can 
bring order to interdisciplinary research. I briefly mention some empirical 
studies but these are just a few selections from a vast array of relevant data and 
speculative theorising. My main aim is to offer some conceptual clarification 
that can help bring some order to the vast and varied fields of study (many of 
which are very specialised) relevant for understanding possible world futures. 
In particular, I discuss what it means to be ‘holistic’ in our concerns.

In Part 11, I discuss sociocybernetic understandings of cultural transmis-
sions and transformations. Again, the main aim is to provide some concep-
tual clarification. I argue that we cannot globally move towards the futures we 
desire concerning a healthy ecosystem if we do not also make inroads into 
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the vexing problems of the conflicts and misunderstandings that undermine 
attempts to work cooperatively. To change a society for the better, we need to 
develop understandings about how it works.

In Part 12, I provide a brief summary of what I have attempted to do in this 
publication. I also give links to resources for the reader who wishes to look 
more deeply into cybernetics. I then give myself the freedom to make some 
exhortations about how we should think and act, collectively and wisely. In the 
final section, I look a little more closely at how, as individuals, we live our lives: 
our values, attitudes, and ethics.

Part 2 A Life in Cybernetics

1 Encountering Cybernetics
Between 1964 and 1968, I was an undergraduate at Brunel University, studying 
psychology. I was on a ‘sandwich course’, meaning that periods of study were 
interspersed with work placements. In my first two years of study, I accrued 
very mixed feelings about psychology as a scientific discipline. Only the behav-
iourists claimed to be fully scientific. The rest of the discipline appeared to 
be a ragbag of disparate topics, studied and theorised about in a wide variety 
of ways. The curriculum consisted of courses of lectures on largely unrelated 
topics: learning theory, perception, social psychology, individual differences, 
psychopathology, organisational psychology, and developmental psychology. 
The curriculum also included some lectures on biology, sociology and social 
anthropology, taught as separate subjects. There was an early superficial men-
tion of cybernetics in Robert Borger’s lectures on learning theory but nothing 
substantial was covered. I was an indifferent and poorly motivated student in 
the midst of what I saw as a mess of a discipline, in which my teachers, espous-
ing different paradigms, were incapable of constructive conversations with 
one another. It was cybernetics that eventually enabled me to make sense of 
this mess and inspired me to become an enthusiastic scholar.

In 1966, I had the good fortune to attend a course of lectures on cybernet-
ics given by David Stewart, a newly appointed lecturer in the Department of 
Psychology.2 I had previously read W. Grey Walter’s (1963) The Living Brain 
and Wladyslaw Sluckin’s (1954) Minds and Machines. Both helped me appreci-
ate the larger philosophical tradition in which problems of mind and body, 
freewill and determinism have been debated. I recall that Sluckin reported on 

2 David continues to be active and, as I write, is the vice-president of the UK’s Cybernetics 
Society.
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developments in cybernetics and related disciplines but was not committed 
to cybernetics as a unifying transdiscipline. David Stewart’s stimulating pre-
sentations helped me be aware of that possibility. I was attracted to the thesis 
that cybernetics is a transdiscipline, one that brings together other disciplines 
in a unifying and enlightening way. It made sense that there should be unity 
in diversity. It made sense that there should be a discipline as important and 
as general as physics but which was complementary to it. I grasped this as the 
aphorism “Physics is about matter and energy; cybernetics is about control and 
communication.” 

I began to see how cybernetic concepts could provide explanations of psy-
chological processes in far more sophisticated ways than those offered by the 
behaviourists. Thanks to David Stewart, I had the opportunity to work with 
the cybernetician, Gordon Pask (1928–1996). At that time, Pask was Research 
Director of System Research Ltd., an independent, non-profit research organ-
isation in Richmond, Surrey, UK. I had a six months’ work placement there as 
a research assistant. Pask was the most obviously intellectually brilliant person 
I have ever met. I was awed just to be in his presence. I obtained a preprint of 
Pask’s most recent paper and studied it in detail (Pask, 1966). To make sense 
of it, I spent many hours looking up the references and reading Pask’s earlier 
papers. From this reading, I gained what had eluded me thus far: an overarch-
ing, satisfying conceptual framework that allowed me to make sense of the 
biological, the psychological and the social in a coherent and enlightening way. 
I was becoming a cybernetician.

2 Becoming a Cybernetician
Eventually, I read W. Ross Ashby’s (1956) Introduction to Cybernetics. I think all 
of us who love cybernetics have drawn inspiration from Ashby’s bold declara-
tion that “The truths of cybernetics are not conditional on their being derived 
from some other branch of science. Cybernetics has its own foundations” (p. 1). 
He goes on, “Cybernetics …… takes as its subject-matter the domain of ‘all possi-
ble machines’” (p. 2). This is followed by “Cybernetics, might, in fact, be defined 
as the study of systems that are open to energy but closed to information and  
control – systems that are ‘information-tight’” (p. 4).3 Here Ashby is reflect-
ing cybernetics’ primary concern with circular causality and anticipating later 
emphases on ‘organisational closure’ (see next part). Ashby’s development of 
his ideas is underpinned by his use of diagrams and mathematics. He takes 
great pains to make their use accessible and transparent.

3 Ashby uses the terms ‘machine’ and ‘system’ as synonyms. Both terms refer to ‘things that 
persist’.
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Ashby highlights two primary uses of cybernetics: “It offers a single vocabu-
lary and a single set of concepts for representing the most diverse types of 
systems” and “It offers a method for the scientific treatment of the system in 
which complexity is outstanding and too important to be ignored” (pp. 4–5). 
There are perhaps those who would disagree with Ashby’s claim that cyber-
netics provides “a single vocabulary and a single set of concepts”, pointing to 
the proliferation of specialist vocabularies and conceptual schema within the 
cybernetics and ‘systems thinking’ areas. However, I suggest that in this vari-
ety, there is much consensus and that there is an underlying structure of pri-
mary concepts that makes cybernetics what it is, much of which is captured in 
Ashby’s formal approach. In 1995, I attended an international multidisciplinary 
conference, entitled Einstein meets Magritte, and witnessed much difficulty, 
even distress, as physicists, philosophers, artists, and humanities specialists 
attempted to communicate with each other about a range of issues, many of 
global concern. Within the larger conference, there was a symposium, con-
vened by Francis Heylighen, on The Evolution of Complexity, with fifty or so 
participants, including management scientists, biologists, systems scientists, 
psychologists, neuroscientists, sociologists, engineers, computer scientists, 
and physicists. The remarkable thing about this symposium, in contrast to the 
main conference, was that there was much effective interdisciplinary com-
munication. This was because all the participants did have some grounding 
in concepts to do with complex systems and cybernetics. Indeed, many of the 
participants drew directly on Ashby, himself. Thus, was the master vindicated.

Further reading persuaded me not only of the value of cybernetics as a uni-
fying transdiscipline but also that cyberneticians were not naive or trivial in 
their epistemologies, their understandings of how we know and what may be 
known, and that there was a deep sense of metadisciplinary self-awareness 
in their shared enterprise, that cybernetics, as a discipline that studies other 
disciplines (a metadiscipline), is also a discipline that studies itself. I learned 
that there was an informal collegiate that included, amongst others, Gregory 
Bateson, Warren McCulloch, Heinz von Foerster, Gordon Pask, Stafford 
Beer, and Humberto Maturana. There appeared to be a tacit understanding 
that, whatever their differences, they all had a reflexive sense of responsibil-
ity for their being in the world and were united in their commitment to a  
common good.

The concerns with the epistemology of the observer and her responsi-
bilities as a constructor of self-referential, reflexive theories – theories about 
herself – were made explicit in a coming together of ideas in the late 1960s 
and early 1970s. I have alluded to some of these events in more detail else-
where (Scott, 1996, 2004). What I have in mind are Spencer-Brown’s (1969) 
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Laws of Form, which emphasises the primacy of the act of making a distinc-
tion; Gordon Pask’s articulation of a cybernetic theory of conversations (Pask, 
1975b); Gunther’s (1971) concept of life as polycontexturality: the intersection 
of observers’ perspectives, including perspectives of others’ perspectives; von 
Foerster’s distinction between a first order cybernetics, the study of observed 
systems, and a second order cybernetics, the study of observing systems (von 
Foerster et al, 1974, p. 1); Maturana’s (1970) arguments for the closure of the cog-
nitive domain based on an account of the operational closure of the nervous 
system. (I elaborate on these developments in the parts that follow.)

In 1972, Oliver Wells, editor of the cybernetics newsletter, Artorga,4 con-
vened the world’s first conference on self-referential systems, in London. 
The participants were Gotthard Gunther, Gordon Pask, Humberto Maturana, 
Dionysius Kallikourdis, and myself. Heinz von Foerster was unable to attend. I 
was fortunate to meet him, later that year, when he visited Pask’s laboratory at 
System Research Ltd., where, following graduation, I had been invited back to 
work as a research assistant, and at Brunel University, where I was a postgradu-
ate student in cybernetics.

I understood from Ashby (1956) that the abstract principles, concepts, 
and laws of cybernetics can be applied to any category of system. From Pask, 
Stafford Beer, Frank George, and others, I understood the role of models and 
analogies in cybernetics. I saw the power to be found in formal concepts and 
therefore studied set theory, formal logic, and the theory of computation. I 
acquired new distinctions and new terminology: hierarchy and heterarchy; 
object language and metalanguage; programming and meta-programming; 
process and product; serial, parallel and concurrent processes; circularity and 
recursion; self-organisation and autopoiesis; variety and information; struc-
ture and organisation … and more.

As a transdiscipline, cybernetics empowered me to cross disciplinary bound-
aries. This was exhilarating. I also understood other transdisciplines (systems 
theory, Alfred Korzybski’s general semantics, synergetics) to be quite cognate 
with cybernetics and, at a high enough level of abstraction, homomorphic if 
not isomorphic with it.

I was inspired, eventually, to regard myself as being a cybernetician. Louis 
Couffignal (1960, p. 1) defines cybernetics as “L’art d’assurer l’efficacité de 
l‘action” (the art of assuring the efficacy of action). Heinz von Foerster states 

4 There is an archive of 32 issues of Artorga here: https://wellcomelibrary.org/item/
b20219490#?c=0&m=0&s=0&cv=0&z=-0.1422%2C-0.0403%2C1.2843%2C0.8068 (accessed 
21/07/2017). Many issues contain preprints of articles by renowned early cyberneticians. Pask 
was a subscriber, so I had the opportunity to read them.
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that “Life cannot be studied in vitro, one has to explore it in vivo.” (von Foester 
2003, p. 248) and “At any moment we are free to act towards the future we 
desire” (von Foerster 2003, p. 206). I took these ideas to heart. There was a com-
ing together of my professional life and my personal life, which had previously 
been lived in separate compartments. I became reflexively aware that I was 
living my theories and my lived experiences were helping my theorising.

3 Growing Up
My 20s and 30s, as for many in the 1960s and 1970s, were an intense period 
of intellectual and personal exploration in which I was sustained, sometimes 
tenuously, by the faith in God that I had acquired as a child and my deepen-
ing understanding and appreciation of cybernetics. I read widely, acquainting 
myself with Western philosophy, world history, including the history of sci-
ence and mathematics, and, in a somewhat haphazard way with the teach-
ings of various faiths (‘great’ and esoteric) and writings about the ‘occult’ and 
shamanism.

In those years, second-order cybernetics was a touchstone that pro-
vided rational grounding. With its help, together with the insights of Ludwig 
Wittgenstein (1953), in particular his meta-philosophic comments about lan-
guage and philosophy, I escaped from becoming enmeshed in the conceptual 
and terminological morass of what is frequently referred to as ‘continental 
philosophy’. Cybernetics helped me see through the tricks and power plays of 
intellectual ‘gamesters’.5 Second-order cybernetics tells us that anything said 
is said by or to an observer (Maturana, 1970, p. 4; von Foerster, 2003, p. 283). 
This gives a pragmatic immediacy to what is being said and what is the inten-
tion of the communicator. I became a cybernetic shaman, a ‘warrior of the 
spirit’, a child of the living God, who aspires to know the true and the good and 
to be impeccable. I was particularly inspired by the writings of Lao Tsu and 
Confucius and their followers. At heart, I remained a Christian. In 1979, while 
training to be a schoolteacher, I summed up much of my thinking and practice 
in a brief essay, “Morality and the cybernetics of moral development” (Scott, 
1983). It has taken a lifetime to appreciate that, however well one understands 
ancient teachings, one has to learn how to practice them.

Not everyone who studies cybernetics becomes a cybernetician who stud-
ies ‘the cybernetics of cybernetics’. There are many scholars of cybernetics 
who look on only from their main area of practice and position themselves 
in the first instance as being historians, philosophers, architects, biologists, 

5 For a masterly critique of the intellectual failings of several of these modern day ‘philos-
ophes’, see Scruton (2015).
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sociologists, psychologists, and so on. In doing so, I believe they miss the point, 
the sense of what it is to be a cybernetician and a member of the cybernet-
ics community. A recent example is the philosopher and historian Andrew 
Pickering’s (2010) book, The Cybernetic Brain, which is in many ways an excel-
lent text. However, Pickering gives a perfunctory, somewhat derogatory treat-
ment of second order cybernetics in general and of Pask’s conversation theory 
in particular. I have similar reservations about the recent (2016) biography of 
Warren McCulloch by Tara Abraham, Rebel Genius, in which the author seems 
to see McCulloch’s enthusiasm for cybernetics as a transdiscipline to be self-
aggrandising and self-deceiving.6 I, myself, share McCulloch’s enthusiasm. The 
invention and creation of a new transdiscipline concerned with control and 
communication, cybernetics, was itself a great cybernetic achievement.

4 Concluding Comments
As an undergraduate, encountering cybernetics transformed my approach 
to studying and understanding psychology. It gave psychology a conceptual 
coherence that, previously, I had found lacking.7 In later years, as my under-
standing of cybernetics deepened, I continued to use cybernetics as a founda-
tion and framework for my work as an experimental psychologist (summarised 
in Scott, 1993) and my later work as a practitioner in educational psychology 
(Scott, 1987) and in educational technology (Scott, 2001). As already noted, the 
transdisciplinary and metadisciplinary nature of cybernetics empowered me 
to read widely in other disciplines.8 I learned from von Foerster that 

Social cybernetics must be a second order cybernetics – a cybernetics of 
cybernetics – in order that the observer who enters the system shall be 
allowed to stipulate his own purpose […] [If] we fail to do so, we shall 
provide the excuses for those who want to transfer the responsibility for 
their own actions to somebody else.

von Foerster, 2003, p. 286 

6 Oddly, Abraham’s account of McCulloch’s life includes little of his activities as a cyberneti-
cian amongst fellow cyberneticians. There is no mention of his significant encounters with 
Heinz von Foerster, Stafford Beer and Gordon Pask, and his achievements in obtaining fund-
ing for cybernetics related research. See McCulloch (1965).

7 In Scott (2016), I sum up my thinking about how cybernetics can provide conceptual founda-
tions for psychology.

8 Apropos of this, the developmental psychologist, Jean Piaget (1977, p. 136), writes, “Thus 
cybernetics is now the most polyvalent meeting place for physicomathematical sciences, 
biological sciences, and human sciences.”
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After some fifty years of involvement with cybernetics, I am more than ever 
persuaded of its value for making sense of the world and as an aid for self-
steering. Ashby’s Law of Requisite Variety (“Only variety can destroy variety”) 
makes clear in the simplest terms that if a system is to survive in a changing 
environment it must manage the variety that it faces. It must learn to identify 
and minimise unnecessary constraints on its actions. For humans, this applies 
not only to the first order variety to be found in our environmental niches but 
also to the second order bewildering ‘wicked’9 complexity of variety to be found 
in our belief systems and in our perceptions and meta-perceptions of each 
other. I have written about these issues elsewhere (Scott, 2012). Here, I just wish 
to emphasise the need for what I refer to as ‘education for cybernetic enlight-
enment.’ I have outlined the curriculum for such an education in Scott (2011c).

Discussions about how best to place cybernetics within educational curri-
cula have been going on since shortly after its inception. The (now defunct) 
Department of Cybernetics at Brunel University where I studied for my PhD had 
postgraduate students only, arguing that one needed to have a strong disciplin-
ary base before embarking on transdisciplinary studies. In contrast, I am a sup-
porter of Jerome Bruner’s concept of the ‘spiral curriculum’: “A curriculum as it 
develops should revisit the basic ideas repeatedly, building upon them until the 
student has grasped the full formal apparatus that goes with them” (Bruner, 1960,  
p. 13); “We begin with the hypothesis that any subject can be taught effectively 
in some intellectually honest form to any child at any stage of development.” 
(ibid, p. 33). It makes sense to me – and I hope to the reader – that cybernetic 
understandings of educational processes should be used to help educate for 
cybernetic enlightenment. I also believe that cybernetic understandings of the 
human condition reveal how vital it is that those same understandings are pro-
mulgated, not just in formal educational settings, but universally, as part of the 
‘global conversation’.

Part 3 The Story of Cybernetics

1 Introduction – Beginnings
I am not aware of any single text that gives a clear and comprehensive account of 
the origins, early years, and later key events concerning cybernetics. Here, I will 

9 I refer here to ‘wicked problems’, defined as those that are difficult or impossible to solve 
because of incomplete, contradictory, and changing requirements that are often difficult to 
recognize. The use of the term ‘wicked’ here has come to denote resistance to resolution, 
rather than evil. See https://en.wikipedia.org/wiki/Wicked_problem (accessed 19/07/2017).
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give a very brief summary. As further reading, I suggest Heims (1991), Glanville 
(2002), Pickering (2010), Scott (2002a, 2004), and Mueller A. and Mueller K. H. 
(eds.) (2007). I also recommend the (2006) biography of Norbert Wiener, writ-
ten by Flo Conway and Jim Siegelman. One should also consult key texts of the 
founders and early contributors: Wiener (1948), Ashby (1956), Pask (1961), von 
Foerster, Mead et al (1953), Bateson (1972b), Beer (1967).

The story of cybernetics has several possible beginnings. One common 
starting point is the publication, in 1943, of the paper ‘Behavior, purpose and 
teleology’ by Arturo Rosenblueth, Norbert Wiener and Julian Bigelow, and the 
associated discussions which led up to the Macy conferences on ‘feedback and 
circular causality in biological and social systems’ held between 1946 and 1953. 
The paper proposed that the goal-seeking behaviour that could be built into 
mechanical systems and the goal-seeking observed in biological and psycho-
logical systems have a similar form: they are structured so that signals about 
achieved outcomes are ‘fed back’ to modify inputs so that, in due course, a 
prescribed goal is achieved (a cup is picked up) or a desired state of affairs 
(the temperature of a room or a living body) is maintained. This process is 
referred to as ‘circular causality’. It was recognised at an early stage that many 
fields of study contain examples of these processes and that there was value 
in coming together in multidisciplinary fora to shed light on them, to learn 
from each other, and to develop shared ways of talking about these phenom-
ena, so the Macy conferences were convened. In 1948, Norbert Wiener, one 
of the participants, wrote a book that set out these ideas in a formal, coher-
ent way that collected together many of the emerging shared conceptions. 
The ideas not only facilitated interdisciplinary exchanges but also stood as a 
discipline in their own right: an abstract transdiscipline: the study of ‘control 
and communication in the animal and the machine’. Wiener called this new 
discipline, ‘cybernetics’. Following the book’s publication, the Macy confer-
ence participants referred to their conferences as conferences on cybernetics, 
keeping ‘feedback and circular causality in biological and social systems’ as  
a subtitle.

The participants looked for the general forms to be found in the dynamics 
and organisation of complex systems (living systems, small groups and com-
munities, cultures and societies): how they emerge and develop, how they 
maintain themselves as stable wholes, how they evolve and adapt in chang-
ing circumstances. The term ‘self-organising system’ was adopted by many 
as a central topic for discussion in later conferences (for example, Yovits and 
Cameron, eds., 1960).

In the years following the Macy conferences, cybernetics flourished and its 
ideas were taken up in many disciplines. Cyberneticians also found common 
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ground with the followers of Ludwig von Bertalanffy, who were developing a 
general theory of systems (Bertalanffy, 1950, 1972).

2 Later Years – Decline and Renewal
By the 1970s, cybernetics had become marginalised. Several reasons have been 
suggested for this. I believe two are particularly pertinent. The first is that, at 
heart, most scientists are specialists. Having taken from cybernetics what they 
found valuable, they concentrated on their own interests. Second, in the USA, 
funding for research in cybernetics became channelled towards research with 
more obvious relevance for military applications, notably research in artificial 
intelligence.10

The early cyberneticians were sophisticated in their understanding of the 
role of the observer. In the later terminology of Heinz von Foerster, their con-
cerns were both first order (with observed systems) and second order (with 
observing systems). It is the observer who distinguishes a system, who selects 
the variables of interest and decides how to measure them. For complex, self-
organising systems, this poses some particular challenges. Gordon Pask, in a 
classic paper, “The natural history of networks” (Pask, 1960), spells this out 
particularly clearly. Even though the behaviour of such a system is considered 
to be determined by its current state and the perturbations that affect it, its 
behaviour is unpredictable: the observer is required to continually update her 
‘reference frame’, that is, to add new possibilities and dimensions. To do so, she 
must become a participant observer. (As an example, consider the challenges 
entailed in predicting the behaviour of a cat.) Pask cites the role of a natural 
historian as an exemplar of what it means to be a participant observer. A natu-
ral historian interacts with the system she observes, looking for regularities in 
those interactions. Pask goes as far as likening the observer’s interaction with 
the system with that of having a conversation with the system. Below, we will 
see how this insight of Pask became a seed for the development of his cyber-
netic theory of conversations.

The early cyberneticians also had the reflexive awareness that, in studying 
self-organising systems, they were studying themselves, as individuals and 
as a community. Heinz von Foerster, in a classic paper from 1960, “On self-
organising systems and their environments”, (reprinted in von Foerster, 2003), 
makes this point almost as an aside. He notes: “When we consider ourselves 
to be self-organising systems, we have to accept that introspection does not 
permit us to decide whether the world as we see it is ‘real’ or just a phantasma-
gory, a dream, an illusion of our fancy,” (von Foerster, 2003, pp. 3–4). Here, von 

10  For more on this story, see Umpleby (2003).
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Foerster is acknowledging that a self-organising system does not have direct 
access to an external reality, rather, the ‘reality’ it computes (constructs) is a 
consequence of its interactions with its environment. Von Foerster escapes 
from solipsism by asserting that an observer who distinguishes other selves 
must concede that, as selves, they are capable of distinguishing her. ‘Reality’ 
exists as the shared reference frame of two or more observers. In later papers, 
with elegant, succinct formalisms, von Foerster, shows how, through its circular 
causal interactions with its environmental niche and the regularities (invari-
ances) that it encounters, an organism comes to construct its reality as a set of 
‘objects’ and ‘events’,11 with itself as its own ‘ultimate object’. He goes on to show 
how two such organisms may construe each other as fellow ‘ultimate objects’ 
and engage in communication as members of a community of observers.

As noted in part 2, this interest in the role of the observer and the observer 
herself as a system to be observed and understood lead von Foerster to propose 
a distinction between a first and second order cybernetics, where first order 
cybernetics is ‘the study of observed systems’ and second order cybernetics 
is ‘the study of observing systems’ (von Foerster et al, 1974, p. 1). Von Foerster 
also referred to this second order domain as the ‘cybernetics of cybernetics’.12 
Others had been thinking along somewhat similar lines to those of Pask and 
von Foerster. Humberto Maturana in his seminal paper, ‘Neurophysiology of 
cognition’ (Maturana, 1970), frames his thesis about the operational closure of 
the nervous system13 with an epistemological metacommentary about what 
this implies for the observer, who, as a biological system inhabiting a social 
milieu, has just such a nervous system. The closure of the nervous system 
makes clear that ‘reality’ for the observer is a construction consequent upon 
her interactions with her environmental niche (Maturana uses the term ‘struc-
tural coupling’ for these interactions). In other words, there is no direct access 
to an ‘external reality’. Each observer lives in her own constructed universe. 

11  Von Foerster refers to these constructions as ‘eigenbehaviours’. See also part 4.
12  Many theorists invoke a third (or higher) order cybernetics and do so in a variety of ways. 

Of this possibility, although it may be done, von Foerster states, “It would not create 
anything new, because by ascending into ‘second-order’, as Aristotle would say, one has 
stepped into the circle that closes upon itself. One has stepped into the domain of con-
cepts that apply to themselves” (von Foerster, 2003, p. 301).

13  The nervous system is an example of a circular causal system: it is a sensorimotor system 
in which what is done (motor ‘outputs’) affects what is sensed (sensory ‘inputs’) and what 
is sensed affects what is done (Dewey, 1986). It is also worth noting (as stressed by von 
Foerster) that all sensing is a form of acting (sensory nerve cells are primed to send signals 
to other nerve cells when something happens that may be relevant for the whole system 
of which they are a part) and all acting includes sensing (by proprioception and kinaes-
thesia) of what is being done. See figure 14 in part 8.
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It is by consensus and coordinated behaviour that a shared world is brought 
forth. As Maturana succinctly points out, ‘Everything that is said is said by 
an observer to an observer who could be him/herself ’ (Maturana and Varela, 
1980, p. 1). In later writings, Maturana uses the term ‘autopoiesis’ (Greek auto-
poiesis, self-production) to refer to what he sees as the defining feature of liv-
ing systems: the moment by moment reproduction of themselves as systems 
that, whatever else they do (adapt, learn, evolve), must reproduce themselves 
as systems that reproduce themselves. In explicating his theory of autopoiesis, 
Maturana makes an important distinction: the distinction between the ‘struc-
ture’ of a system and the ‘organisation’ of a system. A system’s structure is the 
configuration of its parts at a given moment in time: a snapshot of the system’s 
state. The organisation of a system is the set of processes that are reproduced 
by circular causality such that the system continues to exist as an autonomous 
unity.14 In general, a system with this ‘circular causal’ property is said to be 
‘organisationally closed’.15

In later years, von Foerster refined the concept of a self-organising system, 
citing the concept of autopoiesis as a useful way to speak about an organism 
as an autonomous entity: “Autopoiesis is that organization which computes 
its own organization”; “Autopoietic systems are thermodynamically open but 
organizationally closed” (Von Foerster, 2003, p. 281). I believe von Foerster’s 
definitions are a very useful way of uniting the earlier and later literatures.
With second order cybernetics, the observer explains herself to herself in a 
(potentially) never-ending spiral of narratives and conversations – agree-
ments, disagreements, understandings, and misunderstandings - in search 
of justifiable evidence and logical coherence. In figure 1, the observer (repre-
sented by the eye), goes around the circle first time as a naïve realist. At the 
9 o’clock point, the observer realises that she, in studying the world around 
her, has been studying herself. She, too, is an energetically open system (she 
eats her breakfast) and she, too, is an organisationally closed system. All her 
knowledge of the world around her, and of herself, is a construction. The 
perturbations she has experienced have helped her to become ‘in-formed’ 
of her world. She now has ‘forms’ within, which give her world meaning. As 
von Foerster (2003, p. 189) puts it, “The environment contains no information. 
The environment is as it is.” Sadly, many scientists talk of ‘meaning-carrying’ 

14  Varela, Maturana et al (1974) present a computer program model of autopoiesis.
15  Varela (1979, p. 55) makes the generalisation from the ‘autopoiesis’ of living systems to the 

‘organisational closure’ of any system that is deemed to be autonomous.
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or ‘information-carrying’ events.16 They do not realise that these are ‘after the 
event’ attributions made by the observer.

Explanation of self and the world is never complete. As Pask (1969a) points 
out, although life is ineffable and ineluctable, these limits should not be taken 
as a reason for despair, rather they show the open-ended and creative nature 
of our attempts to understand ourselves and the world we live in. We can hope 
for deeper and better understandings of what it is to be human.

Pask, Maturana, Gunther, von Foerster, and other cyberneticians met regu-
larly, often at von Foerster’s Biological Computer Laboratory at the University 
of Illinois, Pask’s System Research Ltd., and academic conferences. I witnessed 
how, over time, cybernetics was marginalised. I saw the courage and nobility 
with which the cyberneticians maintained their views and convictions in the 
face of the criticisms that they were old fashioned, misguided and defunct in 
the brave new world of artificial intelligence research and the emerging field 
of ‘cognitive science.’ In the sister transdiscipline, general systems theory (now 
referred to as ‘systems science’), cybernetics was often seen as a mere special-
ist subdiscipline concerned with control theory. From the 1970s onwards, the 
‘new’ sciences of complexity studies, system dynamics, and artificial life arose, 

16  Von Uexküll (2010) refers to external perturbations as ‘meaning-carrying’ events. 
Semioticians refer to them as ‘signs’. Pert (1999) refers to the molecules that circulate in 
the body as ‘information-carrying’, even though a particular molecule will have different 
effects depending upon where it arrives in the body.

Second order study of observing 
systems: the observer explains 
himself to himself

First order study of observed systems 
that are energetically open and 
organisationally closed (autopoietic)

Evolution and ontogenetic 
development of systems that observe 
and converse

Figure 1 Epistemology of the observer: circularity in the domain of explanation



Sociocybernetics and Complexity 1.2 (2020) 1–128

22 Scott

attracting a new generation of scholars, largely ignorant of the intellectual 
roots that those sciences have in cybernetics. In cognitive science (psychology, 
philosophy of mind, robotics), there was an increasing interest in the biology 
of cognition and ‘enactivism’ (aka ‘enaction’), again, with little awareness of 
the sources of those ideas.

The lights in this darkness have been several. Notably, there has been an 
ongoing interest in second order cybernetics, as seen in the journals Cybernetics 
and Human Knowing and Kybernetes. I do not have space to do more than 
mention some of the key players whom I see as the second generation of 
cyberneticians (I became good friends with many): Stuart Umpleby, Ranulph 
Glanville, Paul Pangaro, Søren Brier, Albert Mueller, Karl Mueller, Phillip 
Guddemi, Randall Whitaker. I should also like to draw attention to the achieve-
ments of the learned societies that have worked to keep cybernetics alive and 
well: the UK Cybernetics Society, the American Society for Cybernetics, and 
Research Committee 51 (on Sociocybernetics) of the International Sociological 
Association. Of particular note is the influence that second order cybernetics 
has had on family therapy and individual psychotherapy. There is now a large 
literature on these topics. A summary is well beyond the scope of this publica-
tion. The book by Watzlawick, Beavin et al (1967). is a useful starting point.

3 Cybernetic Explanation
A key feature in cybernetic explanations is the use of models.17 The British 
cybernetician, Frank George, proposes that a theory is a model together with 
its interpretation, where a model can be anything: marks on paper, a com-
puter program, a mathematical equation, a concrete artefact (George, 1961, 
pp. 52-56). The model is a non-linguistic part of the theory.18 It is a form, a 
structure, a mechanism that can be manipulated by observers and which maps 
onto the ‘real’ system that the theory is concerned with. This is to be contrasted 
with many so-called ‘theories’ that are to be found in the social sciences and 
humanities, where metaphors and analogies are liberally deployed, without 
formal (non-linguistic) justification. Models are to be found throughout the 

17  The British psychologist, Kenneth Craik, regarded as a precursor of cybernetics, wrote a 
small book, The Nature of Explanation (Craik, 1943), in which he proposes that the brain 
acts to model its environment. Sadly, Craik died in 1945, following an accident.

18  In the philosophy of science, having a non-linguistic component in a theory is known as 
the ‘semantic view’ and is distinguished from the ‘received view’ of logical positivism, in 
which a theory consists of propositions placed in correspondence with observed facts 
(Suppe, 1977).
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sciences. What makes a model ‘cybernetic’ is the inclusion of circular causality, 
for example, in a model of a control system, such as a thermostat.19

The mapping between a model and the system modelled has the form of an 
analogy relation, such as, ‘A is to B as C is to D’, where A and B are parts or states 
of the model and C and D are parts or states of the system modelled. There may 
of course be several such relations. It is also relevant to note that metaphors 
are abbreviated analogy relations. For example, the term ‘The ship of state’ is 
asserting that steering a ship is analogous to governing a nation state. Gordon 
Pask tersely defines cybernetics as ‘The art and science of manipulating defen-
sible metaphors’ (Pask, 1975a, p. 3). Not only does this definition capture 
the idea of constructing and validating models, ‘manipulating’ carries with  
it the idea that the observer is in a circular causal relation with the model and 
the system modelled and the use of the word ‘defensible’ carries with it the 
idea that the observer is a member of a community of observers. For more on 
the use of analogies in cybernetics, see Pask (1963).20

4 Gordon Pask’s Conversation Theory
Here, I give a brief overview of Pask’s conversation theory. I refer to it in more 
detail as it relates to different contexts in later parts. Not only was Pask an early 
enthusiast of, and contributor to, cybernetics, he also had psychology as the 
main discipline in which he applied cybernetics. As noted above, at an early 
stage in his thinking, Pask saw the interactions between an observer and a self-
organising system as having the form of a conversation, with both system and 
observer adapting to and learning about each other.

Although much of what Foerster and Maturana have to say is pertinent 
to humans, arguably it is Pask, the psychologist, who has given us the most 
comprehensive cybernetic theory of human cognition and communication. 
He understands that humans develop and evolve in a social context and that 
‘consciousness’ (L. con – scio, with – know) is about both knowing with oneself 
and knowing with others.21 Throughout his writings, there is an acknowledg-
ment by Pask of his indebtedness to the Russian psychologist Lev Vygotsky, 
who argued that, as a child develops, what begins as external speech eventu-
ally becomes internalised as inner speech (Vygotsky, 1962).

Central in Pask’s research activity was the design of teaching machines and 
learning environments that interact with a learner, in a conversational manner, 

19  For more on cybernetic explanations and cybernetic modelling, see Klir and Valach (1967) 
and Scott (2000).

20  For more on the use of analogies in science, see Hesse (1966).
21  For more about cybernetic understandings of consciousness, see part 8.
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and adapt to the learner’s progress to facilitate her learning. As a friend and 
colleague, Pask was familiar with the work of von Foerster and Maturana, and 
drew on their ideas in creating conversation theory.22 Pask’s theory is a much 
more fleshed out and elaborated cybernetic account of human cognition, 
learning and communication than is to be found in the writings of either von 
Foerster or Maturana.

I shall begin my account of Pask’s theory by disambiguating the terms 
‘observer’ and ‘observing system’ as used in cybernetic writings. Usually, it is clear 
from the context that ‘observer’ refers to a human observer capable of being a 
member of a community of observers. The term ‘observing system’ is used more 
generally to refer to autopoietic systems. A single-celled organism, such as an 
amoeba, can serve as an example. An amoeba to maintain itself as a unity dis-
tinguishes itself from its environment. In its interactions with its environment, it 
adapts. The form of its organisation changes as a consequence of its interactions 
(its moment by moment structural coupling). As long as these changes do not 
affect the organisational closure of the system, the system persists. The amoeba 
becomes ‘in-formed’ of its environment. It has a perspective on what is its envi-
ronment, its ‘environmental niche’. There is thus a sense in which to be alive is 
to be affected and to cognise. Multicellular organisms with nervous systems that 
afford rapid transmission and receipt of signals and rapid self-referential opera-
tions have more complex affective responses and greater cognitive powers.

At an early stage in his theorising, Pask made an analytic distinction 
between a cognitive system and the ‘fabric’ or ‘medium’ which embodies it. 
This distinction is analogous to the distinction between programs and the 
computer in which they run. However, unlike the cognitive science and artifi-
cial intelligence communities, where the analogy is the basis for the thesis that 
both brains and computers are ‘physical symbol systems’, Pask stresses how 
important it is to take account of the differences between brain/body systems 
and computing machinery. Computers and programs (their software) do not 
interact. That is how they are designed. The computer’s structure changes as it 
executes a program’s commands but, on termination of the program, the com-
puter returns to its starting state. In contrast, brain/body systems are dynamic, 
autopoietic systems, whose structure is constantly changing. In Pask’s terms, 
in living systems, there is an interaction between the cognitive system (the 

22  When first developed, conversation theory was mainly applied to learning and teaching sce-
narios. The relevance for other scenarios was implicit. In his later writings, Pask explicitly 
generalised conversation theory. to all social scenarios. He referred to these new develop-
ments as ‘interaction of actors (IA) theory’ (see, for example, Pask, 1996). For the sake of 
brevity and simplicity, I have retained ‘conversation theory’ as a label for all this work.
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programs being executed) and its embodiment. A change in the structure of 
the brain/body system affects cognition. Changes in cognition affect the struc-
ture of the brain/body system.

In the early 1970s, Pask adopted a new terminology: he referred to brain/
body systems with their ‘extensions’ (for example, a pencil, a walking stick, 
a bicycle) as ‘mechanical individuals’ (M-Individuals). Cognitive systems are 
referred to as ‘psychological individuals’ (P-Individuals). M-Individuals are the 
‘processors’ that ‘execute’ the P-Individuals as cognitive processes. At this point, 
he made a profound theoretical innovation. He declared that P-Individuals, 
like M-Individuals, are organisationally closed, self-reproducing systems. They 
have the form of a named class of programs that write themselves. With this 
construction, Pask provides a model for self-reference and reflexivity in the 
cognitive domain.23,24 It is important to recall that Pask’s distinction between 
P-Individuals and M-Individuals is analytic. It is not a cartesian ontological dis-
tinction between mind and matter. It is a distinction that provides a useful way 
of talking about thought distinct from, but interacting with, its embodiment.

In his studies of human learning and cognition, which lead to the develop-
ment of his conversation theory (CT), Pask took von Foerster’s concept of a 
self-organising system and made it a cornerstone of his theorising about the 
dynamics of learning, arguing that humans have a ‘need to learn’ (Pask, 1968). 
He refers to his interest in the dynamics of human cognition as ‘macrotheory’.25 
In contrast, he refers to his (and colleagues) accounts of how human subjects 
construct particular cognitive processes as ‘microtheory’. Pask (1975b) refers to 
the processes that constitute a cognitive system as ‘concepts’.26 In mainstream 
cognitive science, concepts are typically thought of as static representations 
(frames, templates, scripts) of a class (or category) of entities, for example, 
the class of all horses. For Pask, concepts are dynamic processes that give rise 

23  The most complete accounts of the work of Pask and his colleagues from this period are 
to be found in Pask (1975b, 1976).

24  In order to avoid some of the confusions a partial or shallow reading of Pask can lead 
to, I have taken, on occasion, to referring to P-Individuals as ‘psychosocial unities’ and 
to M-Individuals as ‘biomechanical unities’. Pask himself on occasion referred to CT as a 
theory of the ‘psychosocial’ and referred to an embodied P-Individual as a ‘social actor’ 
(see, for example, Pask, 1996).

25  Macrotheory is crucially concerned with giving some account of ‘awareness’ and ‘con-
sciousness’ as being concerned with seeking variety and the consequent reduction of 
uncertainty. See part 8.

26  In psychology, some theorists reserve the term ‘concept’ for humans and the term ‘habit’ for 
regularities in animal behaviour; others use ‘concept’, for all organisms. In his early writings, 
Pask used the term in the latter sense. In conversation theory, the emphasis is on the human 
ability to provide verbal explanations of concepts and to exemplify them in performance.
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to products.27 Pask defines a concept ‘as a procedure that recalls, recognises, 
constructs or maintains a relation’. The ‘relation’ is the product, for example: 
a name or description recalled, an object recognised, a solution constructed, 
a state of affairs maintained, in general, a goal achieved. He goes on to note 
that, recursively, there are concepts whose products are other concepts.28 This 
affords the construction of hierarchies of concepts. When solving a problem 
or acquiring a skill, such as riding a bicycle, there are higher level concepts 
that, guided by feedback about success or failure, construct and select amongst 
lower level concepts. In this sense, learning is an evolutionary process.29

The micro and macro aspects of Pask’s theorising are married in the idea 
that ‘conceptualisation’, Pask’s term for the process of creating and recreating 
concepts, is an ongoing dynamic activity. A Paskian P-Individual is a system of 
concepts that is self-reproducing (see figure 2).30 Particular hierarchies of con-
cepts are temporary constructions and re-constructions within an overall het-
erarchical, organisationally closed system of processes.31 Conceptualisation 
is conserved (one cannot not conceptualise). This is the ongoing process of 
thinking, imagining and problem solving. Concepts may be refined as new dis-
tinctions are made (for example, dogs are distinguished as different breeds). 
Concepts may be generalised as distinctions are voided (for example, dogs are 
seen as members of the class, animals). Concepts are applied in particular con-
texts of action and interaction (as examples: cycling, doing algebra, playing 
chess). Pask refers to these different contexts as ‘conversational domains’. The 
domains may be related by analogies that map similarities and differences (for 
example, chess has similarities with draughts and other games). Awareness of 
these analogy relations can greatly help learning.

27  For a very elegant account of the corresponding dynamics of brain activity, see Freeman 
(2000).

28  In a similar vein, John Lilly (1974) presents a theory of ‘programming and metaprogram-
ming in the human biocomputer’. However, Lilly, unlike Pask, does not employ the con-
cept of ‘organisational closure’.

29  For more about conversation theory as a theory of learning, see part 8.
30  It may be helpful to also look at figure 12 in part 6.
31  Within mainstream cognitive science, there have been attempts to develop theories of 

concept system dynamics. (See, for example, Barsalou, 2012.) Arguably, these accounts 
are unsatisfactory because they lack the concept of an organisationally closed system. In 
his account of humans as the ‘symbolic species’, Terence Deacon (1998) posits that the 
‘mind’ or ‘self ’ has the form of a unity but, unlike Pask, does not provide a model for how 
such a unity functions. There is, of course, a long history of attempts by psychologists 
and philosophers to describe ‘thinking’ using metaphors such as ‘the association of ideas’ 
(Aristotle), ‘mental chemistry’ (J. S. Mill), ‘the stream of consciousness’ (William James), 
‘all thinking is in signs’ (C. S. Peirce).
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We construct concepts of ourselves and others (see figure 3). We reflect on 
those concepts: “I am the observed relation between myself and observing 
myself” (von Foerster, 2003, p. 257). In conversations, the participants con-
ceptualise each other and their perspectives of each other in a ‘dance’ of reci-
procity.32 Participants ‘provoke’ (Pask’s term) each other to answer questions, 
explain matters and demonstrate procedures. They teach their understandings 
back to each other. They agree and may agree to disagree.

In figure 3, the man with the bowler hat is forming concepts of the bald-
headed man and the man with the top hat. In doing so, he is contemplating 
how the man with the top hat perceives others, including how he perceives the 
man with the bowler hat.

Pask agrees with George Herbert Mead, Leo Vygotsky, Martin Buber and 
Heinz von Foerster and others that the psychological individual is dialogical 
in form, is a social process, is constituted by an inner dialogue, is an inner con-
versation. However, he goes further and asserts that all conversations have the 
form of a psychosocial unity, a P-Individual. This is because the participants are, 

32  For more on the dynamics of interpersonal perception, see Scott (1997, 2006). See also the 
classic work by Laing, Phillipson et al. (1966) and the entry on ‘interaction’ in part 4.

Universe or modelling facility 
(truth by correspondence)

concepts applied

system of concepts
Why?

How?

Reproduction 
(truth by 

coherence)

Figure 2 A Psychological (P-)Individual is a self-reproducing (coherent) system of  
concepts
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for a while at least, conceptualising each other as ‘I and thou’, and jointly con-
ceptualising themselves as ‘we’.

We can now see additional usefulness in making the distinction between 
M-Individuals and P- Individuals: the two types of unity need not necessarily 
be in one-to-one correspondence. A single M-Individual may embody several 
P-Individuals (an inner conversation). A single P-Individual (the outer con-
versation) may be embodied in several M-Individuals.33 In the social world 
at large, embodied psychosocial unities (social actors) take many forms: indi-
vidual persons, families, organisations, social institutions, and other social 
systems. All, to some extent at least, are capable of self-observation and reflec-
tion, and conversational interaction with other embodied P-Individuals.34 

33  For an extended discussion of these topics, see Scott (2007, 2009a).
34  Pask (1996) refers to an embodied P-Individual as an ‘actor’. Social action takes place 

in contexts. Contexts are perceived differently by different actors, with tacit or explicit 
agreements about what the scenarios have in common.

One M-, several P-s:

Figure 3 Conceptualising self and others (original drawing by Gordon Pask)
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Thus, conversation theory provides an alternative cybernetics-based concept 
of a social system from that developed by Niklas Luhmann (Luhmann, 1995).35 
These topics are discussed further in later parts, in particular, parts 6, 7 and 12.

Epistemologically, conversation theory is itself reflexive. Top down is the 
acceptance that theories are the consensual constructions of communities of 
observers engaged in conversation, including conversations about conversa-
tions. As such it is cognate with ‘discursive’ and ‘interpretive’ approaches in the 
social sciences and discussions there of reflexivity and the self.36 Bottom up, its 
foundations lie in the cybernetics of self-organising systems and their interac-
tions. Conversation theory can be understood as a theory of theory building 
that explains its own genesis.

Part 4 Some Key Concepts of Cybernetics

As promised in part 1, in this part there is a selection of what I see as the core 
set of concepts that give cybernetics its shape and coherence. For each of the 
concepts, there is a definition and some commentary with examples. Initially, 
since the concepts form a mesh of inter-relationships, I listed the concepts 
alphabetically. However, I have been prevailed upon by a reviewer to provide 
some ordering to help the reader assimilate the concepts better.

The observer: An observer distinguishes systems and, by interacting with 
them, assigns or distinguishes their goals/purposes. She may construct models 
that explain the system’s behaviour. An observer is capable of communicating her 
observations and goals/purposes to other observers.

Commentary: With second order cybernetics, the observer herself, as 
a system, becomes an object of study. Systems that are capable of acting as 
observers are organisationally-closed. The observer constructs her reality. This 
carries with it the ethical requirement of being responsible for that reality (von 
Foerster, 2003).

First and second order cybernetics: First order: the cybernetics of observed 
systems, with which the observer’s interactions are circular causal. Second order: 
the cybernetics of observing systems, with which the observer’s interactions are 
circular causal and are also participatory and conversational.

35  Pask and Luhmann are compared more systematically in Buchinger and Scott (2010). 
Buchinger (2012) provides an insightful critique of the influences on Luhmann’s thought.

36  As examples, see Gergen (1999), Gergen et al (2009), Giddens (1991), Herman, Kempen 
et al (1992), Wiley (1994), Harré and Moghaddam (2003).
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Commentary: The distinction between first order and second order cyber-
netics was first made by Heinz von Foerster (Foerster et al, 1974). Von Foerster’s 
distinction makes explicit what was imminent in the thought of the early cyber-
neticians. They were aware of the role the observer plays in distinguishing sys-
tems. It took von Foerster to make explicit the idea that the cybernetic observer is 
obliged to “enter the domain of her own descriptions” and acknowledge that she, 
too, is a self-organising, organisationally closed system. As such, there are limits to 
what she can ever know about the whole of which she is a part. It behoves her to 
acknowledge that the reality she subscribes to is one she herself has constructed. 
Consequentially, she should take responsibility for being the constructer.

System: Systems are attributes of observers; they are what observers observe. 
When an observer observes a system, she distinguishes it. She places a bound-
ary around it; she makes it distinct. A system is experienced as something which 
persists (Ashby, 1956). That which is not a system is experience unqualified, unre-
flected upon, lacking any distinction, the void.

Commentary: Following Spencer-Brown, the simplest model for a system 
is a mark on paper that represents or stands for the system as a circle or other 
closed curve. Note the complementary aspects of the operation of drawing a 
distinction. On the one hand, there is the process, what the observer does, on 
the other hand, there is the product, what she produces.

System (stability and change): A system is stable if it persists in the context 
of changes that affect it.

Commentary: Following Ashby (1956) and others, the classical way of defin-
ing a system is in terms of a set of variables that the observer selects as rele-
vant. Together, the possible values of variables form a multi-dimensional space 
(a ‘product set’) known as the observer’s reference frame or the system’s state 
space. There will be a subset of these values (a ‘relation’) that defines a system’s 
possible states. Variables whose values must remain within certain limits for 
the system to persist are referred to by Ashby as ‘essential variables’. A path 
through these states is called a trajectory. If the system is stable, the trajectories 
converge to an ‘attractor’, a fixed point, or to a ‘basin’, a subset of states, that the 
system cycles through. A non-linear system may converge to a ‘strange attrac-
tor’, a spiral-like cycle that never quite repeats itself.

System (wholes and parts): A system is a set of interacting or interdepen-
dent components forming a unitary whole. An observer distinguishes a system 
as an ensemble of parts such that, in some measurable/definable way, the whole 
is greater than the sum of its parts. The distinction is made in the context of an 
observer’s goal/purpose. The observer may assign or discover a goal/purpose for 
the system. A system that is also an observing system may set a goal/purpose for 
itself. A system has a boundary that separates it from its environmental niche. It 
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has internal processes (its parts interact). A system behaves. As it does so, there 
are changes to its internal state.

Commentary: For Ashby (1956), the terms ‘system’ and ‘machine’ are treated 
as synonyms. He goes on to say that a machine is that which persists. Ashby 
also states that cybernetics is primarily interested in systems that are open to 
energy and closed to information and control, systems that are ‘information 
tight’, living systems being the prime examples.

Constraint: A constraint refers to any limitations on a system’s possible states, 
behaviours or processes.

Commentary: Constraints may be internal to the system, imposed by 
limits on the forms it may take whilst maintaining itself as an organisation. 
Constraints may be external to the system, imposed by the topology and other 
properties of its environmental niche.

Variety (order, redundancy): Variety is an observer’s measure of the possi-
ble states a system may occupy and the behaviours it may exhibit in particular 
contexts. Order/redundancy refers to the extent to which a system’s states and 
behaviours are predictable. The Law of Requisite Variety states that “Only variety 
can destroy variety”, that is, the variety of states and behaviours available to the 
controller must exceed those available to the controlled.

Commentary: The Law of Requisite Variety was first formulated by Ashby 
(1956). It is sometimes stated in the form, “Only variety can control variety.”  
As an example, a hunter’s behaviour must have more variety than the behav-
iour of the hunted. If not, the hunter may become the hunted.

Self-organisation: According to the definition proposed by von Foerster (1960), 
a self-organising system is one whose rate of change of redundancy is always 
positive. It is always becoming more organised, capable of a greater variety of 
internal states and behaviours.

Commentary: For an observer, the hallmark that a system is self-organising 
is that she has to continually update her reference frame for the system. A 
self-organising system is organisationally closed. Von Foerster and other 
cyberneticians have biological and social systems in mind as exemplars of self-
organisation. The physicist, Ilya Prigogine, uses the term ‘self-organisation’ to 
refer to the ‘coherent space-time structures at the macro level’ that emerge in 
far from equilibrium physical and chemical systems as they dissipate energy, 
for example, eddies and whirlpools in flowing water (Prigogine, 1980). Such 
structures are not organisationally closed. Rather, they are necessary precur-
sors in the evolution of life.

Organisational closure/Autopoiesis: An observer distinguishes a system 
as organisationally closed if the products of the processes of the system include 
the processes themselves, i.e., the system, as an organisation, is self-productive. 
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Maturana and Varela (1980) refer to living systems that are organisationally 
closed as autopoietic (self-producing) systems.

Commentary: Note that here we have a case of not only the observer dis-
tinguishing a system but the system distinguishing itself by computing and 
maintaining its own boundary. As described on p. 26, Maturana makes a dis-
tinction between the ‘structure’ of a system and the ‘organisation’ of a system. 
A system’s structure is the configuration of its parts at a given moment in time: 
a snapshot of the system’s state. The organisation of a system is the set of pro-
cesses that are reproduced by circular causality such that the system contin-
ues to exist as an autonomous unity. An organisationally closed system can 
be modelled as a strange attractor: always changing its structure but always 
maintaining its organisation.

Linear/nonlinear systems; trivial/nontrivial systems; complicated/complex 
systems
The above terms are related and are used in a variety of ways in cybernetics 
and beyond. Here, I do my best to explain them, whilst avoiding formal, techni-
cal language.

A linear system is in principle predictable. This is because the output is pro-
portional to the input: changes in input bring about corresponding changes in 
output. It is also the case that if different inputs are added together so are the cor-
responding outputs. One may say, “The whole is the sum of the parts.” A nonlinear 
system is one that is not linear. It is one where’ “The whole is more than the sum 
of the parts.”

Commentary: Except in some special cases, nonlinear systems are not pre-
dictable. The usual technique for achieving predictability is to use a linear 
model to approximate the behaviour of the nonlinear system. Examples of 
nonlinear systems include the weather, the stock market, and, by definition, 
any system that is self-organising.

A trivial system is one that has been constructed to be – or rendered to be – pre-
dictable. A non-trivial system is not predictable.

Commentary: The terms ‘trivial system’ and ‘nontrivial system’ were first 
used in cybernetics by Heinz von Foerster. In an early paper (von Foerster, 2003, 
pp. 133–167), he mocks experiments on animals in behavioural psychology as 
ones in which, using a training routine, an unpredictable self-organising sys-
tem (a rat or a pigeon) is rendered predictable, i.e., a nontrivial system is made 
to behave as if it were a trivial system. Throughout his career, von Foerster cari-
catured conventional education regimes as ones in which nontrivial systems 
are made to become trivial systems: creative, adventurous students are obliged 
to be conformist and controllable. Von Foerster illustrates his distinction by 
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showing how simple machines can be programmed to be trivial or nontrivial. 
A trivial machine is one where the internal state is held constant (it plays no 
determining role), thus the output is solely determined by the input. In behav-
iourist terms, the ‘stimulus’ determines the ‘response’. A nontrivial machine 
is one where the output is a function of (determined by) the input and the 
present internal state, and where the next internal state is also a function of its 
present internal state and its input.

To relate the terms trivial/nontrivial and linear/nonlinear, we can note that 
a trivial system is an example of a linear system and a nontrivial system is an 
example of a nonlinear system.

A complicated system has many inputs, outputs, and internal states or parts. 
However, it can, in principle, be analysed and its behaviour predicted. A complex 
system is one that is unpredictable or only partially predictable.

Commentary: The concepts of complexity and complex system, which orig-
inated in cybernetics, have taken on a life of their own. In biology, the physical 
sciences, and computer science, definitions are reasonably clear.37 However, 
in the social sciences and the humanities, the terms are often used in meta-
phorical and mystifying ways which seem to add little to the arguments being 
made.38 39 To keep things simple, I suggest the simple rubric that linear sys-
tems may be complicated but only nonlinear systems are complex.

Control: Control refers to the system’s processes that use feedback about 
error to achieve the system’s goals/purposes. At any instant, the interactions of 
the controller and the controlled are mutually affecting. Thus, the distinction the 
observer makes between the controller and the controlled is one of her choosing.

Figure 4 is a (very) simple model of a control process. The controller has an 
environment on which it acts (or operates) in pursuit of some goal. It receives 
feedback about the effect of its operation. The feedback helps determine what it 
should do next. At this high level of abstraction, controllers may also be referred 
to as regulators, problem solvers, teachers, managers, steerers, designers, and 

37  See, for example, John Holland’s primers Emergence: From Chaos to Order (1998) and 
Complexity: A Very Short Introduction (2014), and James Gleick’s (1988) Chaos: Making a 
New Science.

38  Other terms which have left their precise mooring in the technical disciplines include 
‘chaos’ and ‘emergence’. See Urry (2003) for one out of many possible examples of this 
kind of usage.

39  One misuse of a precise term that I find annoying is the liberal use of the expression 
‘at the edge of chaos’. In physics one might meet the example of a pot of water that is 
simmering, not yet boiling, as a precise, measurable instance of a system ‘at the edge of 
chaos’. By analogy, one could say that the whole biosphere, in so far as it supports life, is 
‘at the edge of chaos’, i.e., thanks to the sun, it is not too hot and not too cold.
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creators. Their operations may be to construct something (bring about a state of 
affairs), to recognise or recall something, or to maintain a state of affairs.

Control processes may be organised hierarchically, where higher-level con-
trollers control lower-level controllers by setting their goals and other defin-
ing parameters, such as how sensitive they are in responding to feedback (see 
figure 5). Higher-level control may be thought of as the operation of select-
ing amongst a population of putative lower-level controllers. It may also be 
thought of as the construction of lower-level controllers. In all cases, the 
higher-level controllers require feedback about the effectiveness of the lower-
level controllers. In this context, Ashby (1956) refers to the use of hierarchies of 
regulators as a way of ‘amplifying intelligence’. Pask (1975a) refers to learning as 
the construction of a hierarchy of problem solvers. John Holland (1975) models 
adaptation as a process where there is selection from a population of ‘genetic 
algorithms’, that are constructed using the random assortment of components, 
analogous to the recombination of genes observed in meiosis (part of sexual 
reproduction). Control may also be distributed heterarchically, as a set of inter-
acting controllers.

Hierarchy and heterarchy: A system may be distinguished and modelled by 
an observer as being hierarchical, i.e., as having an overall controller with subor-
dinate (sub-)controllers. Alternatively, it may be distinguished and modelled as 
being heterarchical, i.e., as consisting of interacting parts where there is no fixed 
overall controller and where, at any instant, the part which can best achieve the 
system’s goals/purposes takes control.

Commentary: The hierarchical structure of many complex systems (social, 
biological, artificial) has been highlighted by several authorities. Simon (1962) 
is a classic paper on this topic. The term ‘heterarchy’ was coined by McCulloch 
(1965) to describe how the mammalian nervous system is organised to rapidly 

Controller

environment

Figure 4 A control process
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adopt the most appropriate behavioural mode. Examples of these modes are: 
fight, flee, eat, sleep, engage in sexual activity, groom. McCulloch and colleagues 
identified sixteen different modes typically adopted by cats. At any one moment, 
a particular mode is in command, imposing a particular hierarchical organisa-
tion. As circumstances change, a different mode takes over. (See also part 8). 
McCulloch saw the decision-making processes found in heterarchical systems 
as a general class of cybernetic processes. He formulated the ‘Principle of the 
Redundancy of Potential Command’ which states (my paraphrase): “Command 
of a system should be taken by the part that has the most relevant informa-
tion.” The word redundancy is used to emphasise that more than one possible 
commander is available. As another example of this principle, McCulloch cited 
the command and control system used in the navy before radio was invented, 
and when communication was by flags and signalling lamps. Although one ship 
would be occupied by the Admiral of the Fleet, when the ships were sailing in 
line, it was the ship that had first sight of the enemy that took command.

The two concepts, hierarchy and heterarchy, can be reconciled as follows. A 
self-organising, autopoietic system is intrinsically heterarchical. Hierarchies of 
controllers and controlled are temporary structures created and recreated in 
the pursuit of the goals and subgoals that have been set.

Level 3 
Controller

Level 2 
Controller

Level 1 
Controller

environment

Figure 5 A control hierarchy
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Feedback and circular causality: A system uses feedback about error to con-
trol the achievement of its goals/purposes. Circular causality is a more general 
notion that refers to (i) internal processes that maintain a system’s stability (its 
persistence) (ii) the interactions of a controller and the controlled.

Goal/purpose/error: In attempting to achieve its goal/purposes, a system 
uses measures of error (deviations from its goals/purposes) as feedback to modify 
its behaviour to better achieve its goals/purposes.

Commentary: Here, goal and purpose are viewed as synonyms. Another 
way of thinking about goals and purposes is that they signify things that have 
value for the system, things (states of affairs) that the system aims to maintain 
or achieve. As Glanville (2002) has emphasised, error is a constant feature of 
life. To be is to be in time and in time things go wrong. He contrasts this with 
the ideal of an atemporal, eternal world where nothing ever goes wrong. All 
dynamic systems can be seen as adapting to perturbations to survive and to 
fulfil their goals. Humans have the additional capability of reflecting on and 
reasoning about their purposes. They may set goals for themselves. As Pask 
(1969a) notes, some of these goals may be underspecified, for example, “I’m seek-
ing an adventure.” The seeker fills in the details of how to attain the goal as she  
goes along.

Process and product: A process refers to system activity whereby its internal 
state changes and it exhibits behaviours. These changes are referred to as the 
products of the process.

Commentary: Pask (1996) has stated a duality principle: “For every process, 
there is a product; for every product there is a process that produced it.” Notice, 
the product of a process may itself be a process. A mentioned in part 3, Pask 
refers to cognitive processes as ‘concepts’.

Figure 6 is a simple representation of a process, used by Miller, Galanter 
et al (1960) in their book, Plans and the Structure of Behaviour, to model cogni-
tive processes. They refer to it as a TOTE unit, a process with four stages, ‘Test, 
Operate, Test, Exit’. The process begins with a test to see if a given goal has been 
achieved. If the test is failed, an operation is invoked, followed by a repeat of 
the test. The cycle of ‘Test, Operate, Test’ is repeated until the test is passed. 
When the test is passed, the unit is exited and a further TOTE unit is initiated 
as part of a chain of processes. An example is hammering a nail into a piece of 
wood, where the test is to see if the nail is flush with the surface of the wood. 
Hammering (the operation) is repeated until the test is passed, at which stage 
the next TOTE unit is initiated. Figure 7 shows how TOTE units may be chained 
and ‘nested’. In the figure, the two lower units are chained together as subgoals 
of a higher order goal. For example, the second lower unit could have the test, 
“Is the surface of the wood covered with paint?”) and the operation, “Apply 
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Exit

T Op

Figure 6 A “Test > Operate > Test > Exit” (TOTE) unit

paint”. TOTE units can be used to describe complex processes and tasks. For 
example, a description of how to construct a piece of furniture.

A TOTE unit is isomorphic with the basic form of procedure found in a com-
puter program, an “If, then, else” procedure, where the “If” part is a test, “then” 
leads to an operation, and “else” leads to the next procedure. You may have 
already noticed this similarity. Miller, Galanter et al’s book (1960) revolution-
ised cognitive psychology. In their introduction, they describe how they drew 
inspiration from the new science of cybernetics.

The TOTE unit concept may be generalised in many ways. In the social and 
behavioural sciences, one has ‘norms’, ‘scripts’ and other rule-like structures, 
which are used to analyse and design the form and behaviour of complex sys-
tems, for example, social roles, social institutions, industrial processes.

Note that processes may be executed (occur) serially, that is, one after the 
other. They may also be executed in parallel, that is, several at the same time 
but independently of each other. They may also be executed ‘concurrently’, 
that is, several at the same time but with the possibility of affecting or inter-
fering with each other as they occur. These distinctions between types of pro-
cess provide a useful way of distinguishing the natural from the artificial. In 
artificial systems, for example, a digital computer executing a program, serial 
processing and parallel processing are the rule. Concurrency is not allowed as 
it may cause errors. In natural systems, such as brains, bodies and ecosystems, 
concurrency of processes is ubiquitous. Possible conflicts are resolved in the 
ongoing dynamics of organisational closure (autopoiesis), where a system is 
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Exit

T Op

T

T Op

Figure 7 Nested TOTE units

the product of the processes that produced it and which continue to maintain 
it. It is these dynamics that give rise to the emergence of novel forms in adapta-
tion, learning, and evolution. (See also part 8).

Compute/construct/model/map: Synonyms for the processes by which organ-
isms come to know themselves and their environmental niches as stable realities.

Commentary: From the inception of cybernetics, cyberneticians have con-
sidered how organisms construct their realities as forms of computation, albeit, 
‘biological computation’, involving the ‘wetware’ of brains and bodies rather than 
the ‘hardware’ of man-made computers. It was much later that the term ‘con-
structivism’ became current in epistemology and education (Jean Piaget was a 
major influence on this development). In 1973, Heinz von Foerster, who set up 
and directed the Biological Computer Laboratory at the University of Illinois, 
published a seminal paper, “On constructing a reality”, which brought the terms, 
computation and construction, together. The paper is still well worth reading. It 
has been reprinted as chapter 8 in von Foerster (2003).

Alfred Korzybski develops similar constructivist views in his ‘general seman-
tics’ He is famous for the aphorism, “The map is not the territory” (Korzybski, 
1933 p. 58).

Habit/universal/invariant/object permanence/eigenbehaviour/coordi-
nation/concept: These terms all refer to how organisms construct (compute) a 
stable reality.

Commentary: The 19th century philosopher, Charles Saunders Peirce, high-
lighted the fact that organisms ‘take on habits’. This idea became a central theme 
in behaviourist psychology, where learning is conceived of as the acquisition of 
habits in the form of connections between stimuli and responses (‘stimulus-
response bonds’). Warren McCulloch, with his colleague Walter Pitts, wrote 
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a paper, “How we know universals”, which showed how a network of simple 
neuron-like elements could compute ‘invariants’, things that are considered to 
be the ‘same’ whilst being transformed in some way (McCulloch, 1965). For 
example, an object, such as a bottle, is considered to be the same thing from 
whatever direction it is perceived. In his studies of child development, Jean 
Piaget refers to this as ‘object permanence’. With his colleague, Barbel Inhelder, 
he showed that infants are not born with object permanence. They go through 
a phase of coordinating sensorimotor activities such that object permanence is 
achieved: they become aware of themselves as objects in a three-dimensional 
world of objects (Piaget, 1954; Piaget and Inhelder, 1972). Heinz von Foerster, 
refers to the invariants (regularities, stabilities) that are computed in the recur-
sive (circular) operations of the sensorimotor system40 as ‘eigenbehaviours’, a 
term taken from mathematics (‘eigen’ is German for ‘own’, ‘proper’, ‘particu-
lar’). In a paper written as a tribute to Jean Piaget (reprinted as chapter 11 in von 
Foerster, 2003), von Foerster refers to ‘objects’, as perceived and experienced, 
as ‘tokens for eigenbehaviours’ (von Foerster, 2003, p. 261). He goes on to gen-
eralise the concept of an eigenbehaviour to include all stabilities that emerge 
and are observed in individual and collective, consensual, coordinated activity. 
In similar spirit, Humberto Maturana refers to the recursive coordination of 
coordinations. Gordon Pask refers to the processes that recognise, recall, con-
struct and maintain ‘relations’ (stable forms) as ‘concepts’. He notes that there 
are concepts that compute other concepts and that a ‘self ’ is a self-reproducing 
system of concepts. (See part 3).

Communication: (i) The observer may model interactions between and within 
observed systems as the transmission and reception of signals (ii) The observer 
may model interactions between observing systems as a conversation, where “con-
versation” refers to the processes whereby two organisationally closed systems 
(the participants) interact and construct models (concepts, perspectives) of each 
other. This includes the construction of models of each other’s models (metaper-
spectives) as they learn about each other.

Commentary: (i) The transmission and reception of signals within and 
between observed systems is treated in Shannon and Weaver (1949). It is also 
treated more generally in the first order cybernetics of Ashby (Ashby, 1956). 
(ii) By modelling each other, systems in conversation can explore their simi-
larities and differences, coordinate their behaviours, and come to know or be 
‘in-formed’ of each other. The coordination may be aided by the use of symbols 

40  Sensing is a function of (depends on) motor activity; motor activity is a function of what 
is sensed.
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(uttered, gestured, written) which have (or are intended to have) shared signifi-
cance. (See below, ‘interaction’, and part 5.)

Interaction: Interaction refers to any way in which systems affect each other’s 
states and behaviours. Within a system, interaction refers to how the parts affect 
each other.

Commentary: Interaction is a very general term, denoting any occasion 
when a system’s behaviour brings about a reaction that may lead to further 
interaction. One can usefully distinguish between first order interactions, 
where systems are observed to be affecting each other, and second order inter-
actions where observers are in conversation and are reflexively aware (con-
scious) that this is the case.41 Aspects of the interactions between observers 
may go unnoticed by one or more of the participants. This depends on how the 
individual observers are consciously ‘reading’ the situation, where the situation 
includes both verbal and non-verbal interaction. In social settings, much inter-
action happens in habitual ways, without awareness. When one enters a social 
space, one enters into communication (Birdwhistell, 1970). Watzlawick, Beavin 
et al. (1967), building on the work of Bateson (1972) and others, propose a set 
of axioms for the pragmatics of human communication. Strictly, their proposi-
tions are not axioms since they are not independent, rather they are maxims. 
Maxim 1, “One cannot not communicate”, captures the insight that the message 
not sent is also informative. Maxim 2, “One cannot not meta-communicate”, 
notes that messages are always set in a context which is itself a message about 
the message. Maxim 3, “Messages are either analogical or digital”, notes that 
messages may be encoded in digital or analogue form. Speech and writing use 
the encoding of natural language, which is doubly digitised in its use of pho-
nemes and morphemes. A picture or bodily gesture expresses messages ana-
logically. Maxim 4, “A message is punctuated differently by sender or receiver”, 
notes that senders and receivers may give different meanings to messages. 
Maxim 5, “Communication may be symmetrical or complementary”, refers to 
possible power relations between sender and recipient. Symmetrical relation-
ships are peer-peer. Complementary relationships are those of commander-
commanded, for example, employer-employee, parent-child.

Inspired by these maxims, I have proposed a set of maxims for power rela-
tions, where an ‘agenda’ is defined as “The set of goals and subgoals that a 
particular participant is pursuing on the occasion of an interaction”. The max-
ims include: “One cannot not have an agenda”, “One cannot not have a meta-
agenda” (justifications, strategy, tactics), “Relations between agendas may be 

41  In sociology, the shared expectation that conversation is possible is referred to as ‘double 
contingency’. For the history of this concept, see Vanderstraeten (2002).
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neutral or give rise to positive or negative synergy”, “By the principle of the 
redundancy of potential command, participants who are related heterarchi-
cally may adopt hierarchical relations as temporary arrangements for the pur-
suit of agreed goals”, and, vice versa, “Hierarchical relations may be suspended 
once goals are achieved” (Scott, 2006).

Laing, Phillipson et al.’s (1966) work was one of the first studies of inter-
personal perception that articulated how human communication entails 
both sender and recipient having perspectives of each other’s perspectives, 
i.e., meta-perspectives. The structure in Figure 8 shows the set of perspectives 
and meta-perspectives for two participants, A and B. In principle, the topic 
being discussed or the message being interpreted may be anything that can be 
pointed to or named. For example, the topic, ‘most beautiful motor car’. Each 
participant has a perspective on the topic, a way of describing or explaining 
the topic. Each participant also has a perspective of the other’s perspective. 
And finally, to give us the required number of levels to exhibit all forms of sta-
bility or conflict, each participant has a perspective of the other’s perspective 
of perspectives. In Laing et al.’s original terminology there may be an agree-
ment or not at the base level; at the second level, there may be understanding 
or not that there is an agreement or not. And at the third level, there may be 
realisation or not that there is understanding or not about what is happening 
at the base level.

Laing et al. point out that, as long as at least one of the participants has a cor-
rect understanding of the pattern of perceptions and possible misperceptions, 
then the relationship may be a stable one. The participant with the correct 
understanding can adapt to the errors in the other participant’s perceptions. 
That same participant may deceive and manipulate to further selfish ends. In 
Laing et al.’s model for two persons interacting, there are two meta-perspective 
levels above the base level. Howard’s [1971] theory of metagames shows that, 
in general, if one is to represent all possible configurations of perspectives of 
perspectives for n persons, it is necessary to have n factorial (n!) levels above 
the base level.42 This is one possible reason for error in human communica-
tion. We know from studies in cognitive psychology that there is a limit, equal 
to approximately seven plus or minus two, on the number of “chunks” of data 
that a human may hold in mind at any one time [Miller, 1956]. Signals con-
taining more variety than this will tend to be condensed, “chunked”. Notice 
that this also applies to how the human actor perceives her social world. In 
any particular communicative context, she will chunk the participants into 

42  For a study involving three persons, requiring the elicitation of seven perspectives per 
person, see Scott (2008).
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subgroups or coalitions to be able to think about them at the same time. Of 
course, in many cases, participants may already be grouped. However, not all 
participants will see the same set of groupings being in operation. Each partici-
pant will have his or her perception of what is the communicative context.43

Laws of Form: In a remarkable contribution to the foundations of logic and 
mathematics, George Spencer-Brown (1969), formulated the Laws of Form. He 
begins with the idea of an observer drawing a distinction. His work very soon 
caught the attention of cyberneticians, who hailed it as a masterpiece. The 
Laws are:

Axiom 1. The Law of Calling
The value of a call made again is the value of the call.
That is to say. if a name is called and then is called again, the value indicated 

by the two calls taken together is the value indicated by one of them.
Axiom 2. The Law of Crossing.
The value of a crossing made again is not the value of the crossing.
That is to say, if it is intended to cross a boundary and then it is intended to 

cross it again, the value indicated by the two intentions taken together is the 
value indicated by none of them. That is to say, for any boundary to recross is 
not to cross (Spencer-Brown, 1969, pp. 1–2).

Commentary: “The laws of form have finally been written! … G. Spencer  
Brown cuts smoothly through two millennia of growth of the most prolific and 
persistent of semantic weeds, presenting us with his superbly written laws of 
form. This Herculean task which now, in retrospect, is of profound simplicity 
rests on his discovery of the form of laws. Laws are not descriptions, they are 
commands, injunctions: ‘Do!’ Thus, the first constructive proposition in this 

43  Using Pask’s concept of a P-Individual, a conversation involving n persons can be parti-
tioned into 2n - 1 conversations. For example, for three persons ABC, the set of possible 
conversations is {ABC, AB, AC, BC, A, B, C}. This includes the conversations participants 
have with themselves. Here 2n - 1 = 23 - 1 = 8 - 1 = 7.

A ( B (A (T)))

A ( B (T))

A (T)

Level of Realisation or Not

Level of Understanding or Not

Base Level (Agreement or Not)

B ( A (B (T)))

B (A (T))

B (T)

Figure 8 Perspectives and meta-perspectives
Notes: A and B are participants. T is the topic, proposition or object being contem-
plated or perceived
Source: Laing et al. (1966)
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book (page 3) is the injunction: ‘Draw a distinction!’ an exhortation to per-
form the primordial creative act. After this, practically everything else follows 
smoothly: a rigorous foundation of arithmetic, of algebra, of logic, of a calculus 
of indications, intentions and desires; a rigorous development of laws of form, 
may they be of logical relations, of descriptions of the universe by physicists 
and cosmologist, or of functions of the nervous system which generates descrip-
tions of the universe which it is itself a part,” Heinz von Foerster’s review of Laws 
of Form, in The Last Whole Earth Catalogue (1971, p. 12). Available from https://
archive.org/details/B-001-013-719/page/n12/mode/1up (accessed, 06/05/2020.)

The book Laws of Form is very special. Not everyone ‘gets it’, including clever 
mathematicians. For the non-mathematician, the best way to access it is to 
read the introduction (and maybe also look at the prefaces of whatever edi-
tion you have obtained), then read the first three chapters as best as you can, 
then read the notes for those chapters. Take your time. A knowledge of binary 
arithmetic from computing may help you see how simple the calculus is. Don’t 
worry if you don’t get it at first. Put it to one side and come back to it later. 
Eventually, one sees the beauty in it.

With the first law, we have the primitive notion of naming, of allowing one 
thing to stand for another. We also have the notion of redundancy in a mes-
sage: to name something twice adds nothing to the meaning (the value) of 
a message. With the second law, we have the primitive notion of action or 
movement, going from one side of the distinguishing boundary to the other, 
and possibly back again. Here, things are done and may be undone. Here, the 
distinction is interpreted as a command to enter the system. The observer’s 
operations of making a distinction – of distinguishing a system – is reversible; 
he may undo or ‘void’ his distinction.

Spencer-Brown expresses the two laws as equations (call + call = call; cross-
ing + crossing = no crossing). Using a simple notation,44 he then develops a 
‘calculus of indications’, showing how complex forms may, step by step, be 
evaluated as indicating the binary values ‘something’ or ‘nothing’, which, 
depending on the context, may be interpreted as indicating ‘1 or 0’ (arithme-
tic), ‘true or false’ (logic) or other binary values, such as inside/outside, pres-
ent/absent, empty/full, good/bad. The two laws, with their complementarity, 
capture a fundamental ‘philosophic distinction’ expressed in a variety of ways: 
knowing/doing; epistemology/ontology; cognition/volition; describe/coordi-
nate (see also, part 7).

44  For examples of the notation, see von Foerster’s review https://archive.org/details/ 
B-001-013-719/page/n12/mode/1up.
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The calculus also includes an algebra,45 where some tokens are place hold-
ers (variables) for the presence or absence of a value (a constant). When 
an observer distinguishes a system, she establishes values. With variables 
(unknowns), she may construct forms whose overall value is contingent on 
the value of the variables that are part of the form, thus representing possible, 
(hypothetical) systems, to be constructed or investigated.

With a simple extension to his notation, Spencer-Brown shows that a poten-
tially infinite recursive nesting of forms within forms may be constructed, 
using finite marks on paper. Spencer-Brown calls this recursive operation, ‘re-
entry’. For potentially infinite forms, he distinguishes a third, ‘imaginary’ value, 
one that represents being true or false, of oscillating between presence and 
absence, of being on or off. Here we have the beginnings of theories of time 
and space, theories of dynamical systems, their emergence and development, 
theories of memory, awareness and consciousness.

Part 5 On Messages

1 Introduction

Society can only be understood through a study of the messages and 
the communication facilities which belong to it; and that in the future 
development of the messages and communication facilities, messages 
between man and machines, between machines and man, and between 
machine and machine, are destined to play an ever-increasing part.

Norbert Wiener, 1950

In this part, I discuss the concept of ‘message’ as applied to these different forms 
of communication: between man and machine, between machine and machine, 
and between man and man. (As intended by Wiener, ‘man’ is used as a general 
noun that includes all human beings; later in the part, to accord with contempo-
rary usage, I use the term ‘human’.) As Ludwig Wittgenstein (1953) reminds us, 
rather than ask what a word means we should look to see how it is used. The term 
‘message’ can refer to a relatively simple cause and effect interaction. An exam-
ple is the transmission of a mechanical signal, that when decoded by a receiving 
system, triggers a standard response. It can also refer to the much more subtle 
and complex case where recipients construct meanings based on the messages 

45  Arabic, al gebra, the sorting out of broken parts, as in the rules for adding, subtracting, 
multiplying and dividing fractions.
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they receive. I contend that it is only in this latter case that we can properly refer 
to the interaction as a ‘conversation’. In this part, I present cybernetic models of 
these two usages, messages as codes and messages as constituents of conversa-
tions.46 I go on to discuss the relevance of the code/conversation distinction for 
the different cases when senders and recipients are human beings or machines. 
The coding model is presented in section 2. It is the model developed by Claude 
Shannon and Warren Weaver (Shannon and Weaver, 1949).

The conversation model is presented in section 3. It is taken from Pask’s con-
versation theory (Pask, 1975b, 1976).47 This model may not be familiar to many 
cyberneticians or social scientists, so I present it in some detail. In section 4, I 
pay particular attention to man-machine interaction, noting there are contexts 
in which such interactions may be usefully considered to be conversational 
in form and for which the machine ‘participant’ may be explicitly designed 
to be a surrogate for a human conversational partner. In section 5, I relate the 
abstract discussion to some current developments. In section 6, there are some 
concluding comments.

2 Communication as Coding
The Shannon and Weaver model of communication is shown in figure 9. It 
is what lies at the heart of their so-called ‘information theory’, which is con-
cerned with measuring the capacity of channels to transmit messages, when 
the channels may be subject to ‘noise’ that degrades the messages, and mea-
sures of how much ‘information’ is contained in particular messages. I have put 
the word ‘information’ in quotation marks because I, like many other scholars, 
find the use of the word to be problematic and liable to create conceptual con-
fusion. Given the measures they use (the number of binary decisions or ‘bits’ 
needed to code or decode a message),48 instead of talking about ‘information 
transmission’, I believe it would be more appropriate to talk of ‘data transmis-
sion’. In the model, a message is a sequence of physical events, distinguished by 
an external observer, that is considered to represent possible symbolic entities 
(such as noughts and ones, alphanumeric characters, dots and dashes) taken 
from a finite set and combined according to set rules. The semantics of mes-
sages (‘meanings’) are not considered. In Gregory Bateson’s terms, each event 

46  The way in which I make this distinction is influenced by how it is made by Ranulph 
Glanville (Glanville, 1997).

47  Introductions to Pask’s work can be found in Scott (1993, 2001, 2007, 2009a).
48  For example, the decimal number 8 is 1000 in binary notation. It requires 4 bits (4 binary 

choices of 0 or 1) to express it. Reading from the right, the place values show there are no 
1s, no 2s, no 4s and one 8. The binary number 1111 also requires 4 bits. Read from the right, 
there is one 1, one 2, one 4, and one 8 which makes the value in decimal notation 15.
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is a ‘difference’ in so far as it is indeed different from other members of the set. 
Shannon and Weaver’s model is thus concerned with how well these differ-
ences can be transmitted without degradation.

Critics of this usage of the term ‘information’ point out that events (the data) 
should only be considered as informative insofar as their reception brings about 
relevant (significant, meaningful) changes in the receiving system, i.e., there is 
some acknowledged pragmatic consequence.49 As Bateson puts it, “Information 
is a difference that makes a difference”. In a similar spirit, Jerzi Konorski (1962) 
says, “Information cannot be separated from its utilisation.” Examples of differ-
ences that make differences are the feedback signals in a control mechanism, 
such as a thermostat, which indicate whether or not a particular goal has been 
achieved or maintained. We only know that a signal (a difference) is informa-
tive if it does indeed make a difference. (See also footnote 16, page 21.)

3 Communication as Conversation
In contrast to the simple mechanical transmitter-receiver model of the last sec-
tion, Pask’s conversation model involves participants in a conversation, at least 
one of which must be an autopoietic, self-organising system, that is, a system 
which, in response to perturbations and in the context of its purposive interac-
tion with its environmental niche, constructs a reality for itself, i.e., it becomes 
‘in-formed’ of its world. The important thing to appreciate is that, although the 
events that make up the conversation between the participants may appear to 

49  For detailed (and classic) discussions of these issues see Cherry (1966) or Pierce (1980).

Information 
Source Transmitter Receiver

Message

Signal Received
Signal

Message

Noise 
Source
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Figure 9 The Shannon and Weaver model of communication
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have code-like properties when viewed from an external observer’s perspec-
tive, this is only ever partially so. Events provoke participants to construct 
meanings. As Heinz von Foerster puts it, “It is the receiver of a message who 
decides its meaning.” Thus, Pask’s conversation theory is concerned with the 
pragmatics of human communication and is consonant with the theories of 
Gregory Bateson (Bateson, 1972b, Watzlawick, Beavin, et al, 1968).

Pask begins his discussion of conversation with the model shown in figure 
10. He refers to it as the ‘skeleton of a conversation’. The model represents what 
Pask refers to as a ‘strict conversation’: where one participant, the learner, has 
agreed to learn about the topic expounded by the teacher. The conversation 
has a beginning (the learner or teacher asks a question) and an ending (the 
teacher deems that the learner now understands the topic). Of course, either 
party may end the conversation prematurely. In real life, conversations are 
potentially endless. They evolve: participants may adopt new roles and new 
topics for conversation may be invoked. The conversation itself may become a 
topic for conversation.

Rather than refer to codes or messages, Pask prefers to refer to the interac-
tions between participants as ‘provocations’. Provocations may be verbal, non-
verbal or both. At a very general level, every provocation can be considered to 
be a command or invitation to the other to explain something or, if she cannot 
do that, to learn something.

Figure 10 shows a snapshot view of two participants in conversation about 
a topic. The horizontal connections represent the provocative exchanges. Pask 
argues that all such exchanges have, as a minimum, two logical levels. In the 
figure these are shown as the two levels: ‘how’ and ‘why’. The ‘how’ level is 
concerned with descriptions of how to ‘do’ a topic: how to recognise it, con-
struct it, maintain it, and so on; the ‘why’ level is concerned with explaining 
or justifying what a topic means in terms of other topics. These exchanges are 
‘provocative’ in that they serve to provoke participants to construct under-
standings of each other’s conceptions and (possibly) misconceptions of topics 
and the relations between them. This is the essential aspect that makes con-
versation theory constructivist and dialogical in approach and distinguishes 
it from other approaches that see teaching as the transmission of knowledge 
from teacher to learner. In the informal conversations of real life, participants 
move up and down logical levels in their interaction without necessarily being 
aware that this is happening.

The vertical connections represent causal connections with feedback, a hier-
archy of cognitive processes that control or produce other cognitive processes. 
At the lowest level in the control hierarchy, there is a canonical world, a ‘uni-
verse of discourse’ or ‘modelling facility’, where the teacher (or computer-based  
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Why?
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Figure 10 The “skeleton of a conversation”: Pask’s conversation theory (after Pask)

surrogate, as incorporated in CASTE, as described below) may instantiate or 
exemplify the topic by providing non-verbal demonstrations. Typically, such 
demonstrations are accompanied by an expository narrative about ‘how’ and 
‘why’, the provocative interactions of questions and answers referred to above.

The form of what constitutes a canonical world for construction and dem-
onstration may itself be a topic for negotiation and agreement. Examples of 
possible modelling facilities include pen and paper, the setting of a field trip, 
laboratories, and workshops.

Consider, for example, a set of well-defined topics in chemistry. A teacher may:
– model, demonstrate, or exemplify certain processes or events;
– offer explanations of why certain processes take place;
– request that a learner teaches back his or her conceptions of why certain 

things happen;
– offer verbal accounts of how to bring about certain events;
– ask a learner to provide such an account; and
– ask a learner to carry out experiments or other practical procedures pertain-

ing to particular events or processes.
A learner may:
– request explanations of why;
– request accounts of how;
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– request models, demonstrations, and examples;
– offer explanations of why for commentary;
– offer explanations of how for commentary; and
– carry out experiments and practical activities.
In turn, the learner uses the modelling facility to solve problems and carry 
out tasks set. He or she may also provide narrative commentary about ‘how’ 
and ‘why’. In a computer-based environment, these may be elicited using 
computer-aided assessment tools with a variety of different question styles. 
The distinction between ‘how’ and ‘why’ allows for a formal definition of what 
it means to understand a topic. Understanding a topic means that the learner 
can provide both non-verbal demonstrations of ‘how’ and verbal explanations 
of ‘why’. Asking the learner to do this is referred to as asking for ‘teachback’.

Pask notes that, in principle, conversations may have many levels of interac-
tion above the why level: levels at which conceptual justifications are themselves 
justified and where there is ‘commentary about commentary’. Harri-Augstein 
and Thomas (1991) make this notion central in their work on ‘self-organised 
learning’, where the emphasis is on helping students ‘learn to learn’. In brief, they 
propose that a ‘full learning conversation’ has three main components:
(1) conversation about the how and why of a topic, as in the basic Pask skel-

eton of a conversation model;
(2) conversation about the how of learning (for example, discussing study 

skills and reflecting on experiences as a learner); and
(3) conversation about purposes, the why of learning, where the emphasis 

is on encouraging personal autonomy and accepting responsibility for 
one’s own learning.

Everyday conversations only approximate the form of the ‘strict conversation’ 
shown in figure 10. Participants do not regularly check their understandings by 
teachback, nor do they coherently justify, model, demonstrate or exemplify the 
topics they are discussing. Glanville (1997, 2001) has helped bring the skeleton 
of a conversation to life (to put flesh on its bones) and allow us to see how 
conversation theory captures the essence of what is happening when humans 
converse. Glanville emphasises the creativity and joyfulness that should, under 
ideal circumstances, accompany human conversation.

Glanville sets out a scheme that elaborates “the qualities necessary so that a 
conversation may function”. Here, I outline Glanville’s scheme with some addi-
tional commentaries of my own.

Glanville refers to two sets of requirements for a conversation to function, 
which he refers to as ‘operational requirements’, and ‘inspirational require-
ments’. By the former, he means those aspects of the interaction process which 
must be present for the interaction to be considered to be a ‘conversation’, 
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rather than a mere arbitrary or limited encounter between participants such as 
a simple exchange of greetings, goods, or physical contacts. One could perhaps 
also refer to them as ‘functional’ or ‘processual’ requirements. Inspirational 
requirements concern the attitudes and motivations that participants need to 
bring to the conversation for it to flourish as a mutually creative and uplift-
ing encounter. Both sorts of requirements take the form of tacit, sometimes 
explicit, reciprocal expectations and are akin to the ‘cooperative principle’ of 
Paul Grice that states, “Make your contribution such as is required, at the stage 
at which it occurs, by the accepted purpose or direction of the talk exchange 
in which you are engaged” (Grice, 1975, p. 45).50 Grice is concerned at a micro-
level with ‘good’ (effective) practice concerning individual speech acts and 
responses and the implications (‘conversational implicatures’) that can be 
drawn from them. Glanville’s requirements are concerned with the whole of 
the encounter that is the conversation.

Glanville’s operational requirements51
1. A willingness to take part in a conversation about some topic. At least 

two participants are needed.
2. The topic around which the conversation takes place. The topic is nego-

tiable and may change. There is an ever-present background topic, the 
reflexive topic, “What shall we talk about?”

3. The existence of different understandings of the topic in all participants. 
Without these differences, there would be no need for conversation.

4. Acts that are intended to present the form of these understandings so 
that the other participants can construct their understandings of these 
understandings together with acts that are intended to request the pre-
sentation of understandings (questions).

5. An ability to compare understandings: my understanding with my under-
standing of your understanding of my understanding and, vice versa, 
your understanding with your understanding of my understanding of 
your understanding. (In Pask’s terms, this is part of the inner dialogue 
that informs conceptualisation.)

6. A logical structure of three co-located and contemporaneous levels: 
the level of the conversation, the subordinate level of the topic being 

50  Grice goes on to state a set of maxims to be followed if the cooperative principle is accepted: 
Make your contribution as informative as is required (for the current purposes of the 
exchange). Do not make your contribution more informative than is required. Do not say 
what you believe to be false. Do not say that for which you lack adequate evidence. Avoid 
obscurity of expression. Avoid ambiguity. Be brief (avoid unnecessary prolixity). Be orderly.

51  For the sake of brevity, I have paraphrased Glanville’s statements and omitted some of his 
elaborations. I have done this for both sets of requirements.



Sociocybernetics and Complexity 1.2 (2020) 1–128

51Cybernetics for the Social Sciences

addressed, and the metalevel of error correction and topic modification 
(critique and evaluation of the conversation’s progress).

7. An ability to monitor what is going on and to correct for incompatibilities 
between understandings by switching levels, i.e.:
a. switching to a meta-conversation in which misunderstandings 

(temporarily) become the topic of the conversation
b. switching back to the topic of the conversation itself. (Glanville 

notes that these switchings can occur recursively: misunderstand-
ings may be misunderstood and require further error correction.)

8. A way of initiating and terminating the conversation. Glanville notes that 
in Pask’s conversation theory, the occurrence of an understanding punc-
tuates the conversation into discrete, possibly concurrent, episodes. In 
real life conversations, participants may terminate a conversation when 
mutual understanding is acknowledged, when there is an agreement to 
disagree, or as a matter of whim. Of course, the conversation may be taken 
up again on a future occasion. Glanville further notes that in real-life con-
versations, confirmation of mutual understandings is not expected for 
every communicative act. This is especially the case when participants 
believe that they already share many understandings. However, there is 
a price to pay for these shortcuts: the inadvertent pathologies of com-
munication that occur when someone thinks someone else knows what 
is going on, when, in fact, they do not.52

Glanville’s inspirational requirements
1. Recognition that the other has a different understanding.
2. Respect for this difference and the owner of the difference. Respect 

allows the participants to form their own individuality. Respect allows 
that I am not you.

3. Willingness to listen and to hear the other.
4. Willingness to construct my understanding of what the other presents to 

me as her understanding.
5. Willingness not to try to force my view on the other, i.e., not to exploit 

power relationships due to differences in social position.
6. An open mind, i.e., being prepared to give space to the other and to 

negotiate.
7. To regard surprises in the conversation not as threats but as being benefi-

cial as opportunities to learn.
8. Willingness to change, develop, improve, i.e., to learn.

52  For a discussion of these pathologies and the forms they take in social organisations, see 
Scott (1997).
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9. To recognise that what arises in conversation is not the property of a 
particular individual participant but rather is jointly owned. This is to 
recognise that the conversation has a life of its own. (In Pask’s terms, the 
conversation itself is an embodied P-Individual).

10. A willingness to go with the conversation, to expect and allow for the 
unexpected.

Glanville argues that underlying these inspirational requirements are certain 
qualities that are associated with being a good and decent human being. These 
qualities are generosity, respect, honesty, a sense of drama, openness, imagina-
tion, acting on opportunities, and wit. He ascribes these qualities to his men-
tor, Gordon Pask, and goes on to say of his encounters with him:

This is magic. Magic not as trickery or deceit, but magic in the unravelling 
enjoyment of mysteries and the growing and maintaining of wonder, a 
deep understanding of the miracle of our existing in our differing worlds 
and of their coming together in conversation through their beginnings 
and ends, of the poetic nature of our existence and of the unity of the 
void, the nothingness in and through which we dwell. And the love that 
is necessary that we can converse and interact with those others with 
whom we dwell, fairly, and doing justice to them and to ourselves.

Glanville, 2001, p. 667

4 Human–Machine Interaction
Conversation theory grew from Pask’s interests in adaptive teaching systems.53 
He argued that the interaction between a learner and a teaching machine has 
the form of a conversation. The machine, as teacher, poses problems to the 
learner and learns about the learner to optimise learning. The learner attempts 
to solve problems and requests help and support. Pask noted that, for human–
machine interaction in general, there are many contexts in which such interac-
tions may be usefully considered to be conversational in form and for which 
the machine ‘participant’ may be explicitly designed to be a surrogate for a 
human conversational partner. Conversation theory provides the logic for how 
to design an effective machine participant.54 Provocations need to take place 

53  A non-technical account of the development of conversation theory can be found in Scott 
(1993). A discussion of conversation theory’s relevance for educational technology can be 
found in Scott (2001).

54  Here, ‘effective’ means serving as a support for learning and problem solving and is to 
be contrasted with efforts to produce computer programs that can pass the Turing test 
(https://en.wikipedia.org/?title=Turing_test, accessed 19/06/2015).
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via a suitable interface according to agreed semantic and syntactic rules. The 
pragmatics are provided by the role that the human participant has elected to 
play (learner, designer, game player) and are complemented by the affordances 
provided by the machine. In current parlance and practice, the latter is likely 
to be a computer-based application running various ‘algorithms’55 with access 
to the Internet (see below).

An early example is Pask and Scott’s (1973) CASTE (Course Assembly System 
and Tutorial Environment). CASTE was developed in response to the need to 
provide learners with a description of a body of subject matter so that there 
could be a conversation between a computer-based tutorial system and the 
learner about topics being studied and about possible learning strategies. Pask 
often referred to CASTE as ‘a vehicle for driving through knowledge’. Whalley 
(1995), with approval, refers to CASTE as a system that “provided both a ‘virtual’ 
environment for the student and a system to facilitate learning conversations 
about it” and “clearly worked as an integrated whole”.56 Using the conversa-
tional features of CASTE, system and learner agreed on what was likely to be 
an effective learning strategy and established an associated ‘learning contract’. 
This latter typically included the agreement that progress was contingent on 
the student successfully ‘teaching back’ what he or she had learned so far. 
Using these contractual constraints, effective learning to ‘mastery’ level (Block, 
ed., 1971) was regularly achieved.

The main features of CASTE are shown in figure 11.
– An entailment structure for the whole of a course – a hierarchical form of 

concept map showing possible learning routes
– A modelling facility used for demonstrating topics and assessing under-

standing, following well-specified task structures
– BOSS (Belief and Opinion Sampling System) for sampling students’ uncer-

tainties about topic choices and topic content.
– A communications console affording different transaction types, e.g., ‘state 

aim’, ‘select topic’, ‘elicit demonstration’, ‘submit explanation’.
After CASTE, Pask and colleagues developed ‘Thoughtsticker’, a sophisti-
cated suite of programs that support knowledge elicitation and course design 

55  “An algorithm (pronounced Al-go-rith-um) is a procedure or formula for solving a prob-
lem. The word derives from the name of the mathematician, Mohammed ibn-Musa al-
Khwarizmi, who was part of the royal court in Baghdad and who lived from about 780 to 
850. A computer program can be viewed as an elaborate algorithm. In mathematics and 
computer science, an algorithm usually means a procedure that solves a recurrent prob-
lem.” http://whatis.techtarget.com/definition/algorithm (accessed 16/06/2015).

56  The technology that supported CASTE has been superseded many times, but the prin-
ciples of its operation remain relevant (see Cong and Scott, 2017).
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Figure 11 CASTE, main features

processes. (See Pangaro, 2001, for a very accessible account of Thoughtsticker 
functions). The key operation of Thoughtsticker is that of recommending 
novel perspectives and associated expository narratives. This is achieved by, 
first of all, eliciting from the user a ‘knowledge fragment’, a particular perspec-
tive and narrative form, and representing it as an entailment structure. Then, 
as a purely syntactic operation, Thoughtsticker adds links intended to turn 
the fragment into a cyclic ‘mesh’. Novel perspectives are then generated by a 
‘pruning’ operation, which removes redundant links. New perspectives are 
presented to the user as entailment structures that show alternative ways in 
which she might choose to expound the subject matter. The novel perspectives 
may provoke new insights and understandings. It is up to the user to accept, 
reject or modify the proposals.

In the larger domain of the Internet and hypertext knowledge archives, 
work inspired by conversation theory has been carried out on self-organising 
‘learning webs’ where “Learning algorithms … adapt the link strengths, based 
on the frequency with which links are selected by hypertext users … to make 
the World-Wide-Web more intelligent, allowing it to self-organize and sup-
port inferences” (Heylighen, 2001) and on ‘recommendation systems’ (aka 
‘recommender systems’) for “An extended process of information retrieval in 
distributed information systems” where “The knowledge stored in distributed 
information resources adapts to the evolving semantic expectations of their 
users as these select the information they desire in conversation with the infor-
mation resources” (Rocha, 2001). A recommendation system is a generalisation 
of the Thoughtsticker course design tool. The system models the behaviour of 
the user of a set of distributed information resources, makes inferences about 
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the predications she is using to give meaning to the information resources, 
and makes recommendations to the user based on those inferences. The user 
then may or may not validate those inferences by her acceptance or not of the 
recommendations. Thus a ‘hermeneutic circle’ is set up, where user and system 
may converge towards a mutually shared set of understandings.57

5 Some Current Developments
In 1993, inspired by the ideas of Pask, Vannevar Bush (1945) and Ted Nelson 
(1990), I set out the vision for a multimedia archive to support open learning, in 
which ‘front end’ systems interact conversationally with learners and teachers 
(see figure 1258). I later appreciated that the model I had constructed could be  
generalised to apply to the Internet, the World Wide Web, ‘knowledge’ archives 
such as Wikipedia, and the current developments that are seen as steps in the 
construction of a ‘global brain’, as first envisaged by H. G. Wells (1938).59

These steps include projects that aim to digitise all media objects (texts, 
images, sound and video files) and the creation of algorithms for systems 

57  For more, see https://en.wikipedia.org/?title=Recommender_system (accessed 18/06/2025).
58  In the figure, the arrowed circles represent a coherent thesis; the arrowed rectangles rep-

resent the pragmatic consequences of applying or holding the thesis to be true in a par-
ticular universe of discourse.

59  There is a useful discussion of different conceptions of a ‘global brain’ here https://
en.wikipedia.org/wiki/Global_brain (accessed 18/06/2015).
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Figure 12 Towards a ‘global brain’ (from Scott, 1991)
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that: search, data mine, translate, recommend, advise, analyse, filter, amplify, 
schedule, regulate, manage, connect, run intelligent tutoring systems, and 
abstract ‘meaning’ from corpuses of text using forms of ‘cluster analysis’ that 
tag key words, and the co-occurrence of words and phrases, to produce syn-
opses. Robust and effective front-end conversational systems do not yet exist.  
We have the technology but, as yet, do not have the will and shared vision to 
create them.

6 Concluding Comments
Whether our context is global or local, technology mediated or face to face, we 
are continuously sending and receiving ‘messages’. As Gregory Bateson (1972) 
puts it, as a participant in a social system, “One cannot not communicate.” 
It behoves us, then, to take responsibility for the messages we ‘transmit and 
receive’. What are our goals? How effective are we being in achieving them? 
With H. G. Wells60 and many, many other great thinkers, I submit that edu-
cation remains a priority. Too many minds are enchained by dogmatic belief 
systems. Too many of us have ‘business as usual’ attitudes and behaviours, in 
which the challenges of our times and the magic and mystery of being alive are 
trivialised.61 I say more about these themes in later parts.

Part 6 Cybernetics and the Integration of the Disciplines

1 Introduction
Before it was named, the founding conception of cybernetics was that it 
should serve as a way of “integrating knowledge.” In this part, the idea of inte-
gration (Latin, integrare, to make whole or make into one) is developed in 
three ways. First, there is integration through interdisciplinarity – the use of 
the ‘language’ of cybernetics (formal concepts and associated terminology) as 
a lingua franca to build bridges and facilitate communication between differ-
ent knowledge domains (Latin, ‘inter’, between). Second, there is integration 
through transdisciplinarity (Latin, ‘trans’, across). Here, the models and termi-
nology of cybernetics become systematized as a set of interrelated concepts, 
with cybernetics “having its own foundations” (Ashby, 1956, p. 1). With this 

60  “Human history becomes more and more a race between education and catastrophe” 
(Wells, 1938).

61  I have discussed these themes in a number of publications. See, as examples, Scott (2009b, 
2010, 2014).
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conception, it is now possible for someone to be a ‘cybernetician’. Cybernetics 
becomes a ‘window on the world’. Wherever he looks, the cybernetician sees 
the ubiquitous phenomena of control and communication, learning and adap-
tation, self-organization, and evolution. His ‘cybernetic spectacles’ allow him 
to see any particular knowledge domain and the systems within it as special 
cases of abstract, general cybernetic forms. Third, there is integration through 
metadisciplinarity– in this application, cybernetics is a ‘discipline about disci-
plines’ (Greek ‘meta’, above). It comments on the forms and procedures that 
constitute particular disciplines as distinct knowledge domains. It sees the 
physicist as a builder of models, constrained by the properties of the domains 
and systems he distinguishes and interacts with. It sees the biologist the econ-
omist, the sociologist, the psychologist likewise. It comments on their activi-
ties as modellers, theorists, controllers, and predictors.

I begin with a discussion of ‘coming to know’ and ‘knowledge sharing’. I then 
discuss particular knowledge domains. For reasons of space, coverage is selec-
tive. First, there is a discussion of the first order study of the domains of the natu-
ral sciences. The applied sciences, such as engineering, computer science, and 
the subdomains of robotics and artificial intelligence, whose relations to cyber-
netics are fairly self-evident, are not dealt with explicitly. There is then a more 
extended discussion of how cybernetics views the social sciences. This is fol-
lowed by a brief discussion of the cybernetic perspective on the arts, humanities 
and vocational disciplines and the relation between cybernetics and philosophy.

2 Cybernetic Epistemology
As shown in figure 1, part 2, careful reading of Maturana, Von Foerster and Pask 
shows a circularity. The phenomenal domain of the observer may be taken as 
a starting point to account for the joint construction of the scientific domain. 
In turn, the ‘scientific’ may be taken as a starting point for an account of how 
observers evolve to become members of a community capable of constructing 
consensual domains. Although distinct knowledge domains do present prob-
lems particular to themselves, it is possible (and useful) to construct domain 
independent models of the processes of learning and ‘coming to know’ and the 
ways observers share understandings and do so in agreed ways. I first consider 
what is usually meant by the terms ‘learning’ and ‘knowledge’. There is then a 
discussion of learning as a process of cognitive construction.

Learning, as biological adaptation, happens incidentally in the context of 
the pursuit of current need-satisfying goals. The process of adaptation is going 
on all the time. One cannot not learn. In humans, learning finds its highest 
expression. Our need to learn is so strong that, when there is little opportunity 
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to learn, we experience boredom and actively seek out novel environments. 
Also, humans learn intentionally. We consciously set ourselves goals. We 
practise habits and skills. We reflect, conceptualise, and converse. We come 
together to learn and to teach.

When we learn, we are said to acquire ‘knowledge’. There are many ways of 
classifying forms of knowledge. Following Bloom (1961), it is common practice 
to distinguish between ‘knowledge’, ‘skills’, and ‘attitudes’. Often, different sub-
types of ‘knowledge’ are distinguished. For example, Gagné, Briggs and Wagner 
distinguish motor skills, discriminations, intellectual skills, defined concepts, 
concrete concepts, cognitive strategies, attitudes, problem-solving, verbal 
information (names or labels, facts, knowledge), rules, and higher-order rules. 
Here, I avoid these more elaborate schemes for describing what is learned 
because the distinctions made are not always well-defined or easy to apply. 
I make use of one particular distinction, familiar from the time of Aristotle 
onwards, the distinction between ‘knowing why’ (cognitive, conceptual knowl-
edge) and ‘knowing how’ (procedural, performance knowledge). (Answers to 
the questions who, ‘what’, ‘where’ and ‘when’ are subordinate questions, to be 
asked in the context of answers to ‘how’ and ‘why’.)

Nicholas Rescher (1973, 1977), building on ideas taken from Piaget, has con-
structed a model of learning (‘coming to know’) in which two cycles of activ-
ity are distinguished: one corresponding to the acquisition and justification of 
‘why’ knowledge, the other corresponding to the acquisition and consolidation 
of ‘how’ knowledge (see figure 13). Rescher uses this model in his discussion of 
how the scientific method has evolved to become the powerful tool that we 
know today. In the ‘why’ cycle, new conceptual knowledge is integrated with 
existing conceptual knowledge to form a coherent whole. In the ‘how’ cycle, 
new ‘methods’ (procedures, operations) are constructed and tried out and 
are subject to pragmatic correction. The two cycles, ‘formal’ and ‘functional’, 
interact: ‘facts’ may always be put into question; some form of constructive or 
operational/pragmatic ‘proof’ of theories and concepts may be asked for.

I also use the model in a more general sense to represent any belief system, 
where there is a body of knowledge (teachings, dogmas), and an associated 
body of practice, some of which, may make little use of logic and evidence. At 
the limit, ‘knowing’ may take the form of reciting set texts and of performing 
rituals, as in some kinds of cultish behaviour, or when military personnel are 
taught ‘drills’, such as the naming of parts of a weapon and being able to disas-
semble and assemble that weapon.62 The reader may now see that Rescher’s 

62  In the film, The Sand Pebbles, the conceptual knowledge of the non-English speaking 
workers in the ship’s engine room takes the form of a narrative about how to feed and 
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model has essentially the same form as the model of a Pask P -Individual 
shown in figure 2 (part 3).

Generally, humans do not ‘come to know’ in isolation. What is needed is 
a theory of learning that includes the role of the teacher, where learner and 
teacher (in general, ‘observers’) are in conversation with one another. Pask’s 
conversation theory, described in parts 3 and 5, serves this purpose. See, in 
particular, figure 9 in part 5.

3 The First Order Study of Natural Systems
As described by Karl Popper, Imre Lakatos, Frederick Suppe, and many others, 
the natural sciences have well-defined methodologies and procedures for justi-
fying truth claims. A basic assumption of the natural sciences is that the observer 
is standing outside of an objective, subjectless universe. By Heisenberg’s uncer-
tainty principle, he cannot make an observation without affecting the system 
observed but, in all other respects, the events in the universe are independent 
of his thoughts and feelings. Such a universe is assumed to exhibit lawfulness. 
Events will always happen ‘for a reason.’ Miracles are not allowed.

look after ‘the dragon’. The narrative guides their behaviour.

Metaphysical assumptions
Theoretical interpretations

Conceptual systems

Models
Methods

Procedures
Application

Why?

How?

Pragmatic correction

Correction by coherence

Figure 13 A two-cycle model of ‘coming to know’ (after Rescher)
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A domain of observation is distinguished and modelled as a set of vari-
ables, which together constitute a multi-dimensional universe of discourse. 
Particular systems are modelled as relations (products) and their transforma-
tions (processes). Values of variables are measured. Hypotheses are abduced 
about lawfulness within the domain and serve as the basis for the generation of 
testable predictions. Note how arbitrary are our knowledge domains and their 
names. Science is from the Latin word for knowledge (scientia); physics is from 
the Greek physus meaning nature; chemistry means ‘mixing things’ (Arabic al 
kimiya); algebra means ‘concerning broken parts’ (Arabic, al jabr); mathematics 
means ‘that which is to be learned’ (Greek, mathema); geometry means ‘earth 
measurement’ (Greek geo metria); biology is the study of life (Greek, bios, life); 
psychology is the study of the soul or the psyche (Greek, psyche).

There appears to be a general form to the processes of knowledge creation 
in science. Distinctions bifurcate and bifurcate as new concepts are articu-
lated and discoveries made within domains until a point comes where there 
is a new synthesis that voids distinctions between domains, revealing new 
holistic constructs. As an example, the voiding of the distinction between the 
domains of magnetism and electricity gives the one domain of electromagne-
tism. Interdisciplinary studies are now commonplace, as in biochemistry and 
neuropsychology, where observations are made in more than one domain and 
where events at one level of discourse within a hierarchy of system types are 
used to explain events at the more macrolevel. Such approaches are only partly 
reductionist. It is now generally acknowledged, following Prigogine (1980) and 
others, that emergent systems have laws governing their behaviour at their 
own level, although remaining subject to the laws of lower level systems. Thus, 
chemical systems are emergents from physical systems; biological systems 
are emergents from chemical systems; psychosocial systems are emergents 
from biological systems. There are many classifications of systems types and 
accounts of their emergence and behaviour.63

From the perspective of cybernetics, the pursuit of ‘a theory of everything’ 
is just that, a pursuit, but without a final goal. As Spencer-Brown (1969, p. 106) 
puts it, “The universe must always expand to escape the telescopes through 
which, we who are it, are trying to capture it, which is us.” With Prigogine’s  
(op. cit.) thesis about the ‘becoming’ of the cosmos, there is a paradox of obser-
vation concerning our place as observers within a cosmos that is ‘developing’, 
‘becoming’, ‘evolving’ or ‘unfolding’. The observer is irrevocably a part of what 

63  Pask (1979a) criticises what he calls ‘systemic monism’, the tendency of some theorists to 
treat all systems as just another system. As already mentioned, Pask finds it useful to make 
an analytic distinction between the ‘biomechanical’ and the ‘psychosocial’.
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he or she observes. She is ineluctably caught in a loop, where, as a ‘being in 
time’, she constructs concepts of ‘being’ and ‘time’. But, although explaining 
has limits, cybernetics is also a praxis, an art, as quoted earlier: “L’art d’assurer 
l’efficacité de l’action” (Couffignal, op. cit.). We may still will and do.

4 Approaches to the Study of Social Systems
In this section, three approaches to the study of social systems are distinguished:
– first order studies of social systems and social behaviour;
– second order studies that investigate the interactions of social actors;
– approaches that distinguish social systems as autonomous wholes.
First order approaches to the study of social systems and social behaviour are 
those that adopt the modes of investigation of the natural sciences. The roots 
of this approach can be found in the empirical sociological studies of Emile 
Durkheim. We now have powerful methodologies to aid in this approach using 
systems dynamics modelling, agent based modelling and other computer sim-
ulation techniques.64

Second order approaches are those that investigate the interactions of 
social actors. What is of interest is not just the behaviour of the actors but, 
critically, the systems of belief (perspectives) that give meaning to their behav-
iours, including the beliefs (metaperspectives) they hold about each other’s 
beliefs. The observer can no longer give himself the privilege of being an ‘exter-
nal observer’ except by setting up elaborate contracts with participants (as in 
experimental psychology). He may form hypotheses about participants’ beliefs 
based on observations of behaviour but may also give himself access to those 
beliefs by eavesdropping on or participating in conversational exchanges. 
The roots of this approach are many, including Max Weber’s emphasis on the 
importance of ‘verstehen’ (understanding) in sociological research, Alfred 
Schutz’s ‘phenomenology of the social world’ and the ‘social behaviourism’ of 
G. H. Mead.65 Two related methodologies that come under this heading are 
‘action learning’ and ‘action research’. In both, the observer is a participant 
observer. She knows her interventions will change the system she is observing. 
Necessarily, she is a self-observer. She encourages other participants to become 
observers and self-observers, too. She aims to encourage the participants to 
learn how to self-organise in consensual and positive ways.66

64  For more about systems modelling and how to do it, see https://insightmaker.com/
systemdynamics.

65  I particularly recommend the seminal discussion of what is peculiarly ‘human’ and ‘social’ 
by Peter Winch (1958).

66  For more about action learning, see Revans (1980). For more about action research, see 
Almaguer-Kalixto, Maass Moreno et al (2019).
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Some approaches to the study of social systems are predicated on the idea 
that social systems are distinct forms of autonomous whole. That is, they are 
not just an observer’s construct, as in the first order concept of system (above), 
they are characterized as being self-constructing and self-distinguishing. Early 
expressions of the idea of society as a ‘functioning’ whole that may be analysed 
into participating structures and processes are to be found in the writings of 
Karl Marx, Emile Durkheim and, later, in the theories of Talcott Parsons, who 
adopted ideas from cybernetics and systems theory in his theorising. Parsons’ 
basic concept is that of an ‘action system’. Action systems get things done; 
they reproduce society as an autonomous whole; they are functionally differ-
entiated subsystems (for example the law, the economy, science) each with a 
medium or code which gives value to the actions they perform. As examples, 
the medium of law is ‘power’, the medium of business is ‘money’, the medium 
of science is ‘truth’. Parsons emphasises that action systems are intrinsically 
social: they involve human communication as well as action; they are subordi-
nate to the values of the culture in which they take place.

Niklas Luhmann, who studied with Parsons and was, for a while, ‘Parsonian’ 
in his thinking, went on to develop a theory of social systems, in which he aban-
dons the concept of an action system in favour of the concept of a ‘communi-
cation system’. Luhmann developed a theory of society, which he describes as 
a “far-reaching, elegant and economical instrument for explaining the positive 
and negative aspects of modern society.” He also concedes that his theory is 
‘labyrinthine’ (Luhmann, 1995).

Central in Luhmann’s theory is his use of the concept of autopoiesis to char-
acterize social systems. He begins by distinguishing several different kinds of 
autopoietic system: ‘biological systems’ are living systems; ‘psychic systems’ 
are ‘centres of individual consciousness’ which may play the role of ‘persons’ in 
particular social situations; ‘social systems’ are ‘operationally closed’, systems 
of ‘communications’. His use of the term ‘autopoiesis’ for social systems has 
proved controversial.67

67  See the commentary by John Mingers (1994) and the critique by Randall Whitaker (2012). 
Whitaker is an acknowledged expert on the writings of Maturana and Varela. See his 
archive at http://www.enolagaia.com/AT.html (accessed 22/06/2020). Maturana and 
Varela (1980) use the term ‘autopoiesis in the physical space’ for living systems, which, 
pace Luhmann, implies a more general class of autopoietic systems, not just those found 
in ‘physical spaces’. However, Maturana makes clear that in his conception of what is a 
social system it is not an autopoietic system (Maturana and Varela, op. cit., p. xxiv). Varela 
(1979) proposes the term ‘organisationally closed’ for the general class of system that the 
observer distinguishes as autonomous unities in the space in which they exist (see also 
footnote 14, p. 26). In later writings, to emphasise he is writing as a biologist/scientist, 
Maturana refers to the ‘molecular autopoiesis’ of living systems.
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Luhmann goes on to distinguish three kinds of social system: ‘interactions’ 
in which persons encounter each other; ‘organisations’ which are associations 
of persons, as in clubs and business organizations; and, similar to Parsons, the 
‘functionally differentiated subsystems’ of society, each of which has evolved 
a ‘symbolically generalized communication medium’. Luhmann has added to 
the subsystems distinguished by Parsons and discussed their differentiation 
and ‘interpenetration’ in great detail.

Luhmann’s, main aim is to construct a theory at the ‘macrolevel’, where 
social systems may be considered to have some kind of autonomy. To achieve 
his aim, Luhmann ‘de-subjectivises’ communication: he rejects the idea that a 
‘subject’ must first consciously resolve to communicate in order to act commu-
nicatively. Rather, he asserts that communication is a supra-individual process. 
He captures this idea with the aphorism that “Only communication can com-
municate”. Personally, I find fault with this in two ways: first, grammatically I 
cannot parse it; it seems to be a cross between an oxymoron and a tautology: 
human beings communicate, not ‘communication’. Second, in communication 
studies, it is accepted that humans, who may be conscious of many things, 
unless asleep or dead, are not always conscious of the communicating they are 
part of. It is fair to say that Luhmann’s theory of social systems is both compli-
cated and complex. He has many followers who use his ideas selectively and 
in different ways. His ideas also have many critics. It is also fair to say that his 
ideas do not excite as much interest in the UK and the USA as they do in con-
tinental Europe and Japan.

A more important critique, from the perspective of seeking cybernetic trans-
disciplinary, clarity and unity, is Luhmann’s distinguishing of ‘psychic systems’. 
These are not well-defined as ‘process/product’ cybernetic models and serve to 
‘occultate’ or obscure his aim of ‘de-subjectivizing’ communication.68 Within 
his ‘psychic’ systems are rooted the notions of ‘consciousness’, ‘meaning’ and 
‘individuality’, the very set of concepts that a science of the psychosocial should 
be elucidating. A satisfactory theory of the psychosocial, as in Pask’s conversa-
tion theory, needs only to distinguish the biomechanical from the psychosocial. 
Luhmann’s ‘psychic systems’ are redundant as a distinct category.

Thus, I argue that when Luhmann (1995, p. 271) writes, “Psychic and social 
systems cannot be reduced to each other … they use different media of repro-
duction; consciousness and communication,” he is plain wrong. Consciousness 
(knowing with oneself and with another) is communication; communication 
always implies some consciousness. There are many questions about the work 

68  Luhmann’s concept of a psychic system is taken from Freudian psychology. This is another 
borrowing from Parsons.
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of both Parsons and Luhmann that continue to be debated; here are some 
examples. How useful is the concept of a functionally differentiated subsys-
tem? Is Luhmann’s approach truly superior to that of Parsons, if so, how? Do 
the function systems have some sort of independent ‘reality’ or are they just 
the constructions of an observer? What function systems can usefully be dis-
tinguished? Has the differentiation of the subsystems been inevitable in some 
way? How does the concept help in understanding cases where the subsystems 
are only partially differentiated, as in nation states where there is corruption 
and abuses of power?

Both Parsons and Luhmann discuss action and communication but define 
the function systems in different ways, making either action or communica-
tion central. From the perspective of ‘meso’ and ‘micro-level’ social science, I 
offer the following aphorisms: “In a social setting, to act is to communicate and 
to communicate is to act. One cannot not act; one cannot not communicate.” 
There are other approaches to the study of social systems. I discuss these fur-
ther in part 10.

5 Cybernetics and the Arts, Humanities, and Vocational Disciplines
As noted earlier, Louis Couffignal suggests that cybernetics may be considered 
to be an art, ‘L’art d’assurer l’efficacite de l’action’ (the art of assuring the effi-
cacy of action). This suggests a useful perspective to adopt in order to gain 
cybernetic transdisciplinary insight into the nature of the arts, humanities and 
vocational disciplines. Quite straightforwardly, cybernetics is the art of design-
ing and bringing about desirable artefacts and futures, but there are implica-
tions for what it means to act in the role of artist qua designer.69

In his discussions of ethics and second order cybernetics, von Foerster 
(1993) points out that we should accept responsibility for the worlds we have 
constructed and that this serves as a basis for an ethical approach to being in 
the world. Works of art – and here I include the discourses of scholars in the 
humanities – may provoke awareness, inform and enlighten, bring about the 
good. They may also corrupt, confuse, and limit the good.

Cybernetic maxims for effective action include von Foerster’s, “A is better 
off when B is better off”, “Act towards the future you desire” and “Act so as 
to maximize the alternatives.” Pask advises that we may strive for ‘unity with-
out uniformity’ and that, for the cybernetician, evil is that which limits the 
opportunities for actors to interact. These maxims may be helpful for fostering 

69  See Pask’s (1969b) seminal paper on “The architectural relevance of cybernetics”.
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reflective, ethical practice and ‘learning communities’ within the vocational 
disciplines (education, social work, governance, and related professions).

6 Cybernetics and Philosophy
The model in figure 13, above, is a cybernetic ‘structural-functional-pragmatic’ 
model of ‘meaning’ and ‘truth.’ It is structural in that it takes account of logical 
coherence within and between conceptual systems. It is functional in that it 
is based on the conception that living systems are autopoietic. It is pragmatic 
in that it acknowledges that the ‘meaning’ of terms and the ‘truth’ of theories 
are contingent not only on their logical coherence but also on the operational 
‘workability’ of models, methods and procedures and the pragmatic conse-
quences of action.

Although cybernetics is not committed to a particular metaphysics or ontol-
ogy, it does acknowledge that there is a complementarity between ‘knowing’ 
and ‘being.’ As Wittgenstein puts it, “The world of a sad man is not the world of 
a happy man.” What we know and believe affects how we experience ourselves 
to be. Our experiences affect our knowledge and beliefs, including our beliefs 
about what we may know and how we may be.

This part, so far, has attempted to give a cybernetician’s view of what is 
‘knowing’, what is ‘knowledge’ and to characterize domains of knowledge and 
action in an integrated way.

Whenever one abstracts from particular domains and systems to form 
general models, one runs the risk of being accused of oversimplifying or mis-
representing. I believe there is virtue in the transdisciplinary aims of cybernet-
ics and that, although some abstractions may be quite simple, they may also 
serve as very powerful intellectual tools in their application. They may also 
have the beauty and elegance so often found when form is fitted to function. 
However, I am aware that there is much wealth in the details that have been 
suppressed in forming those abstractions. To construct broad brush stroke 
summaries of similarities and differences between domains of knowledge 
and the ideas and findings of great thinkers is one thing, to engage with those 
domains, in detail, is another. This latter activity may be enriching and enlight-
ening despite or even because of disagreements about foundational framings 
and predications. However, for the cybernetician, learning is not just about 
mastering particular domains of knowledge and expertise, though this may be 
very useful and worthwhile. Critically, for the cyberneticians, learning is also 
about the second order processes of coming to know who we are and of shar-
ing that knowledge. As Stafford Beer has put it, “The goal of a self-organising 
system is to learn to be what it is.” In the next part, I say more about how 
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cybernetics can be employed as an intellectual tool and as an aid for effective  
communication.

Part 7 In Defence of Pure Cybernetics

Metaphysics is a subject much more curious than useful, the knowl-
edge of which, like that of a sunken reef, serves chiefly to enable us 
to keep clear of it.

Charles Sanders Peirce, from his article “How to make our ideas  
clear” in HOOPES (1991, p. 179)

…
To seek out that which is not concealed is the self-confessed aim 
of our classic scientific tradition. Cybernetics, however, will only 
attain its true stature if it recognises itself as the science which 
reaches out for that which is hidden.

Gotthard Gunther (1972, p. 33)70

…
We can no longer afford to be the knowing spectators at a global 
disaster. We must share what competence we have through com-
munication and cooperation in working together through the prob-
lems of our time. This is the only way in which we can fulfil our 
social and individual responsibilities as cyberneticians who should 
practice what they preach.

Heinz von Foerster (1972, p. 4)71

⸪

70  Available here: http://www.vordenker.de/ggphilosophy/c_and_v.pdf Accessed 22/04/2018.
71  Available here: http://ada.evergreen.edu/~arunc/texts/cybernetics/heinz/competence/

competence.pdf Accessed 13/09/2016.
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1 The Problem
Cybernetics, as the science of control and communication, has a clear role to 
play in facilitating effective communication and identifying pathologies of 
communication in human systems (Scott, 1997). As a transdiscipline, cyber-
netics has a vital role to play in bringing sense and order to the emerging global 
conversation (Scott, 2010). In his book, Ecological Communication, Luhmann 
(1989) asserts that there is too much ‘excitement’ (noise and redundancy) in 
the marketplace of ideas and a lack of ‘resonance’ (harmony/compatibility) 
between humans and the biosphere of which they are a part. In this context, 
cybernetics can serve as a useful noise filter and variety attenuator.

These comments can be applied more generally to the political market-
place, where humans, using a variety of media, look for ideas worth ‘buying 
into’ and ‘selling on’. Examples of this problem are many. In academia, there is 
a surfeit of publications and, to my eye, fewer and fewer scholarly safeguards 
concerning the quality of what is published, not least in the social sciences. 
Somewhat ironically, many publications debate this issue. For examples, 
see Ziman (2000) and O’Donnell (2019). Unfortunately, cybernetics, too, has 
become a victim of the academic excesses, giving the innocent reader less and 
less clarity about the discipline’s aims and what it offers. This is a sad and tragic 
state of affairs given the many problems that humankind is currently facing. 
Here, I discuss the general question of how to think and communicate clearly, 
and how cybernetics can help. I also discuss, with examples, how this role for 
cybernetics may be obscured.

2 Explanatory Schemas in Cybernetics
Although it is possible from an historical perspective to discern the influ-
ence of cybernetics in biology, and the behavioural and social sciences, 
I think it is important to make these influences clear. To a large extent,  
scientists are quite uninformed of work in other disciplines, much of which 
may not be relevant for their interests. This is why the role of cyber netics 
as a unifying transdiscipline, discussed in the previous part, is so useful and 
important. Mutual ignorance of each other’s work prevails between psy-
chologists, sociologists and cultural anthropologists. There is also mutual 
ignorance between subdisciplines and between specialist lines of research 
within those subdisciplines Cybernetics can act as a filter for the bewilder-
ing variety generated by scientific research and scholarship. Isomorphisms 
and homomorphisms of formal concepts can be identified, as can redun-
dancies of terminology. In other words, the major achievements of the early 
generations of cyberneticians in bringing unity and order to a wide range 
of disciplines need to be replicated. This calls for richer understandings of 
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what cybernetics can contribute. Cybernetic understandings can help all 
scientists become more aware of their responsibilities. Cybernetics can also 
provide useful unifying syntheses of the biological, the psychological and  
the social.

I begin by reminding the reader of these two dictums from Humberto 
Maturana and Heinz von Foerster: “Anything said is said by an observer” and 
“Anything said is said to an observer” (von Foester, 2003, p. 283). Accordingly, 
cybernetics pays close attention to the pragmatics of conversation between 
human observers. Using Occam’s razor,72 with a careful analysis of the dis-
tinctions made, reveals the noise, redundancy and contradictions to be found 
in much academic discourse. To paraphrase Gordon Pask, the metaphors we 
humans manipulate, sometimes with cavalier abandon, need to be justified, to 
stand up to critical examination using logic and evidence. As pointed out by 
many, our use of language can entrap and confuse us in our rich use of meta-
phor (Lakoff and Johnson, 1980) and our proneness to faulty reasoning and 
logical fallacies. An example is assuming that anything that has a name must 
exist or have a definable ‘essence’ (variously called hypostatisation, reification, 
the fallacy of misplaced concreteness).

In the discussion of explanatory schemas in cybernetics that follows, the 
reader may find it helpful to recall Aristotle’s doctrine of the four ‘causes’ 
(Greek, aitia, explanation; Latin, causa, reason for, cause)73 needed in order 
to have knowledge of the world around us. In brief, the four ‘causes’ are ‘mate-
rial cause’ (what a thing is made of), ‘necessary cause’ (what had to happen to 
bring the thing about), ‘formal cause’ (the form or idea of a thing), ‘final cause’ 
(the purpose to which a thing is put).

Erhardt von Demarus, in his (1967) thesis, “The Logical Structure of Mind”, 
offers a variant on Aristotle’s schema. He takes the concept of ‘an occasion 
of experience’ from the process philosophy of Alfred North Whitehead and 
applies it to the experience of an observer. For von Demarus, such an occa-
sion of experience has four aspects: ‘passage’ in time, ‘extension’ in space, ‘idea’ 
(the forms distinguished by the observer), and ‘intention’ (the purpose of the 
observer). In similar spirit, Richard Jung in his (2007) book, Experience and 
Action, distinguishes four explanatory metaphors: two for ens movens (things 
that move or behave): and two for ens volens (things that show purpose). Ens 

72  William of Occam (1287-1347) advises that one should not multiply entities or cat-
egories unnecessarily. See https://en.wikipedia.org/wiki/Occam%27s_razor (accessed 
10/07/2020).

73  The translation of the Greek, aitia, as ‘cause’ is traditional in Western philosophy and, 
confusingly, is different from how the word ‘cause’ is used in everyday language, as in 
‘cause and effect’, or to have a ‘cause’ to pursue.
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movens are ‘organisms’ (which respond to stimuli) and ‘machines’ (which per-
form). Ens volens are ‘mind’ (intentions to act) and ‘templates’ (a ‘semantic 
plexus’, rules for conduct). We have already encountered Pask’s analytic dis-
tinction between two types of organisationally closed system: biomechanical 
unities (which he refers to as ‘Mechanical Individuals’) and psychosocial uni-
ties (which he refers to as ‘Psychological Individuals’). A social actor is a psy-
chosocial unity embodied in one or more biomechanical unities.

These explanatory schemas are homomorphic and readily mapped onto 
each other (I leave that mapping as an exercise for the reader). The significance 
for cybernetics is that they make clear the richness of phenomena that the 
study of purposive systems must take into account, whether building purpose 
(anticipation, goal seeking, goal maintenance, adaptation) into mechanical 
systems or explaining and modelling purpose in biological, psychological and 
social systems. They show that first order and second order explanations are 
necessarily complementary.

3 Obscuring Cybernetics
Some combine cybernetics with other approaches and paradigms to construct 
what they argue are more complete or satisfying syntheses. I see this as unnec-
essary and, indeed, contrary to the role of cybernetics itself as a holistic, unify-
ing transdiscipline. This practice also disregards Occam’s razor and adds to the 
noise and excitement in the academic market place. Two examples of these 
practices are to be found in the social systems theory of Niklas Luhmann and 
the ‘cybersemiotics’ of Søren Brier.

Luhmann draws extensively on cybernetics, especially the work of von 
Foerster and Maturana.74 However, he also incorporates ideas from traditions 
that are essentially alien to cybernetics, namely, Sigmund Freud’s (1856–1939) 
‘depth’ psychology (as already mentioned) and Edmund Husserl’s (1859–
1938) ‘phenomenology’. He takes from Husserl’s ideas in his use of the meta-
phors ‘horizons of meaning’ and ‘meaning making’. In Scott (2012), I criticise 
Luhmann’s theory of ‘meaning making’ for lacking a model. Much as I like 
Luhmann’s insights about ‘excitement’ in the academic market place, I see him 
as guilty, like many others, of feeding that excitement, noise and redundancy 
by being so prolific in his writing.

Søren Brier and I have been friends for many years. I admire Brier as a most 
accomplished and creative historian and philosopher. In 2019, it became appar-
ent that we have differing views about cybernetics: its form, content, role, and, 
in particular, how it relates to the work of C. S. Peirce (1839–1914). Søren invited 

74  See, for example, Chapters 11 and 12 of his grand opus, Social Systems, (Luhmann, 1995).
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me to set out my views, which I did in a short paper (Scott, 2019b). Here, I pro-
vide a brief reprise of how I see our differences.

My understanding is that Brier sees traditional cybernetics, in a narrow 
fashion, as being largely ‘functionalist’ and not addressing questions of mean-
ing and subjective experience. Hence, he argues for the need for the augmenta-
tion of cybernetics by drawing on phenomenology (in the tradition of Husserl) 
and Peirce’s ‘semiotics’. Brier has created an all-encompassing metaphysical 
framework, ‘cybersemiotics’, that unites the natural sciences with the ‘interpre-
tive sciences’ (by the latter, he appears to include both the social sciences and 
what others refer to as the ‘humanities’) (Brier, 2008). To meet this need, he 
draws extensively on Peirce’s metaphysics, in which Peirce’s semiotics plays a 
central part.75 I see these moves as problematic.

Concerning Brier’s first move, the augmentation of cybernetics with phe-
nomenology and semiotics, I have already spoken about the alien nature 
of Husserl’s phenomenology in my discussion of Luhmann’s theorising. 
Concerning the role of semiotics, I differ from Brier in that I see Peirce as being 
a major influence in the development of cybernetics, including many aspects 
of his semiotics, and that, with a rich enough view of what cybernetics offers, 
Peirce’s contributions can be readily assimilated. Certainly, concerning Peirce’s 
metaphysical category of ‘thirdness’ (lawfulness, habit, representation)76 in 
the world, I know of no thinkers who have characterised themselves as cyber-
neticians who do not have thirdness or some equivalent in their thought. All 
reject the reductionist materialism that has become the dominant paradigm in 
Western thought, academic and popular. At the risk of simplification, as exam-
ples, of purveyors of this latter paradigm, I cite Daniel Dennett, John Searle, 
Richard Dawkins, Stephen Pinker, Francis Crick and Roger Penrose.

Concerning Brier’s second move, the construction of an all-encompassing 
metaphysical framework that unites the natural and the interpretive sciences, 

75  Semiotics is the study of the role of verbal and non-verbal ‘signs’ in communication. 
Peirce classifies sign types, develops a formal logic of signs, and proposes theories of 
thinking, declaring that, “All thinking is in signs.” There is now a wide field of scholarly 
endeavour that is covered by the labels, ‘semiotics’, ‘semiology’ and ‘biosemiotics’, which, 
because of the conceptual confusion and variety of views, greatly adds to the communi-
cation problems found in academic studies of communication. For some account of this 
wider field, see Cobley (ed.) (2001), Cobley and Jansz (2012).

76  C. S. Peirce makes a ternary distinction between fundamental categories: firstness, sec-
ondness and thirdness. In his writings, Peirce presents many definitions. In sum, first-
ness is where, as yet, no distinctions have been made; secondness refers to a world which 
exhibits causal dependencies (all causes lead to effects; all effects have causes); third-
ness refers to a world which exhibits order (lawfulness, meaning). For a useful account 
of Peirce’s three universal categories, see https://plato.stanford.edu/entries/peirce/#triad 
(accessed 25/06/2020).
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I wish to note that there are what von Foerster refers to as ‘undecidable ques-
tions’ (von Foerster, 2003, pp. 291–295).77 Metaphysics provides answers to 
such questions. However, their adoption as answers to the undecidable is a 
matter of personal predilection. There is the danger that the answers become 
dogmas and that those who adopt them become resistant (and, indeed, blind) 
to alternatives. It is vital that in a world that is ineffable and ineluctable, one 
can know when to agree to disagree.

There is much more I could say about the richness and intriguing nature of 
Peirce’s thought but space is lacking. I would just like to raise three concerns. 
First, in my reading of Peirce (thus far), I have not found a coherent discus-
sion in his accounts of ‘signs’ of the differences between animal and human 
cognition and communication. More fundamentally, I find the very concept 
of the ‘sign’ to be problematic. It is the receiver of a perturbation or ‘irrita-
tion’ (Peirce’s term), animal or human, who pays attention to the event and 
finds it significant (meaningful, informative). Discussions of habitual ways 
of responding to events and of ‘sign systems’ are after-the-event attributions 
made by an external observer. As far as I know, Peirce did not deal with inter-
personal perception and only briefly with developmental processes. There is 
now a rich literature on these topics, which are of interest to anyone (cyber-
netician, semiotician, linguist, social scientist, philosopher) studying human 
communication. I draw some of these threads together in Scott (2007) and 
Scott and Shurville (2011).

My second concern is that Peirce in his essay, “Man’s glassy essence”, on 
the dynamics of ‘protoplasm’ (Hoopes, 1991, pp. 220–229), comes close to 
the concept of a self-organising system but his formulation lacks the idea of 
organisational closure, i.e., that the system reproduces itself as an organisa-
tion. This concept is at most implicit. His ideas are a mix of bioenergetics, of 
abstractly formulated constraints found in his concept of ‘habit taking’, and 
of his monistic formulation of ‘synechism’ and ‘hylozoism’ (the continuity 
between the psychic – awareness – and dead matter, expressed in terms of 
the activity – or lack of it – of ‘molecules’). To be fair to Peirce, he was writing 
some decades before the relation of the second law of thermodynamics to the 
question of what life is was set out by Erwin Schrödinger (Schrödinger, 1944) 
and before Heinz von Foerster, taking inspiration from Schrödinger, wrote  
his seminal paper “On self-organising systems and their environments”  
(von Foerster, 1960).

77  Here are some examples of undecideable questions: How did the world begin (cosmog-
ony)? Is there a purpose to it all? What is life? Is there life after death? Do we have eternal 
souls? What happened before the big bang? Is there a God?
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My third concern is with Peirce’s concept of the triadic relation, sign, object 
and ‘interpretant’, where the interpretant is the ‘thought’ that relates an object 
and its sign. According to Peirce, that thought, in turn, becomes the object 
of a sign which is interpreted by the next thought. Thus, for Peirce, ‘thinking’ 
is conceived of as a linear concatenation of interpreted signs. This raises the 
question of when and why a line of thought ends. Peirce argues this happens 
when the initial ‘irritation’ is satisfied (the problem it poses is resolved). I sug-
gest the reader compares Peirce’s simple linear model with Pask’s model of 
‘conceptualisation’ as an organisationally closed system, in which a ‘mesh’ of 
concepts reproduces itself and evolves in response to both external perturba-
tions and the internal variety generated by the dynamics of self-organisation 
(see also part 8).

4 Enriching Cybernetics
There is much other work, some of which predate cybernetics, that is largely 
compatible with cybernetics and can be readily assimilated into the cybernet-
ics field. The developmental psychologist and epistemologist, Jean Piaget, is an 
early example. Piaget himself embraced cybernetics when it emerged. Other 
thinkers whose approaches are essentially cybernetic are found amongst 
psychologists, social psychologists, sociologists and cultural anthropologists 
who, like Piaget, have pragmatic, process-oriented understandings of how 
human development and learning is based on action, experience and social 
interaction. The list of such is long. Here are some examples of those who fit 
the bill quite well: William James, John Dewey, G. H. Mead, C. H. Cooley and 
Edward T. Hall.

Psychology as an empirical science embraces a wide range of methods and 
theories that take a ‘phenomenological’ approach, only some of which have a 
connection with the ideas of Edmund Husserl. There are overlaps with expe-
riential psychology, humanistic (or whole person) psychology, all of which 
investigate the experiences and interpretations of human subjects. For now, it 
is sufficient to say that such studies can be carried on quite legitimately using 
cybernetic understandings of the human being as a unifying approach. There 
are many examples: the work of Pask and his colleagues in their studies of 
human learning; Piaget’s and Lev Vygotsky’s studies of child development; the 
work of the anthropologists Gregory Bateson and Roy Rappaport; the empiri-
cal studies of ‘learning to learn’ of Ranulph Glanville, and Laurie Thomas 
and Sheila Harri-Augstein. There is a very broad sense, in which almost all 
research labelled ‘cognitive psychology’ in the post-war years is cybernetic in 
orientation. This is because much of this work emerged as a direct result of 
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the influence of cybernetics. (For an account of this, see Miller, Galanter, and  
Pribram, 1960.)78

5 Cybernetics and the Communication Problem
We need tools for clear thought, for example: Occam’s razor, Spencer-Brown’s 
(1969) logic of distinctions, the first order cybernetics of deterministic sys-
tems (Wiener, Ashby, Beer, Pask), Korzybski’s (1933) ‘general semantics’, and 
the meta-philosophy of Wittgenstein (1953) and his characterisation of ‘lan-
guage games’.79 Wittgenstein exercises Occam’s razor in his recognition that 
philosophical problems are ‘pseudo-problems’. With this statement, all philo-
sophical distinctions such as mind/matter, self/world, free will/ determinism) 
are recognized by ‘family resemblance’ as being of the same category or class, 
addressing undecidable questions. Wittgenstein likens the resolution of these 
pseudo-problems to ‘letting a fly escape from a bottle’.

Here, Peirce’s ideas are very relevant. His view of how science works is, “The 
real, then, is that which, sooner or later, information and reasoning would 
finally result in, which is therefore independent of the vagaries of me and you. 
Thus, the very origin of the conception of reality shows that this conception 
essentially involves the notion of a community, without definite limits, and 
capable of an indefinite increase of knowledge,” (from the article, “Some con-
sequences of four incapacities” (Hoopes, 1991, p. 82)).80

Peirce invented pragmatism (which he renamed ‘pragmaticism’ to distin-
guish his ideas from what he considered to be less rigourous formulations). 
Pragmaticism is about achieving clarity of meaning in communication. “The 
whole function of thought is to produce habits of action. What a thing means 
is simply what habits it involves thus, we come down to what is tangible and 
practical, as the root of every real distinction of thought, no matter how subtle 
it may be; and there is no distinction of meaning so fine as to consist in any-
thing but a possible difference of practice”, from the article “How to make our 
ideas clear” (Hoopes, 1991, p. 168).

Pask’s cybernetic conversation theory, with its account of forms of expla-
nation, understanding, agreement, and agreement to disagree, lays a similar 
emphasis on the importance of clarity in communication. Pask does not draw 

78  In Scott (2016), I argue that cybernetics can provide foundations and a unifying concep-
tual framework for psychology.

79  To show how the concept of a ‘language game’ can be fruitfully employed to clarify issues 
of communication, see Lyotard (1984).

80  Sørensen and Thellefsen (2009) provide a useful overview of Peirce’s vision of how ‘true 
scientists’ pursue truth and meet their ethical obligations to the community of which 
they are a part.
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directly on Peirce but he does draw on the broader pragmatic tradition found 
in American thought, notably, the work of Nicholas Rescher. In the 1970s, Pask 
and colleagues developed a rigourous methodology for knowledge and task 
analysis, which can be used by participants in conversation to express their 
beliefs and their understandings (Pask, 1975b, 1976; Pask, Kallikourdis and 
Scott, 1975). It is axiomatic in their approach that conceptual explanations 
should have a grounding in practice, in tasks that are performed (for exam-
ple, by building a model or instantiating a concept by selecting from a set of 
alternatives).

Above all, we need to remind ourselves that, as insisted upon by Maturana 
and von Foerster, everything that is said is said by or to an observer. This means 
there is no authority or external reality that can be appealed to or hidden 
behind. As a participant in social interaction with other human beings (observ-
ers) one is asked to be present in the moment, to ‘be here now’, to be a cyber-
netician, and take responsibility for what one says and does. This requires, as 
far as possible, constant monitoring of what one is saying and doing and why 
one is saying and doing it.

Part 8 Sociocybernetic Understandings of Consciousness

Everything is in interaction and reciprocal.
Alexander von Humboldt (1769–1859), cited in WULF, The Invention of Nature 
(2015, p. 59)

⸪

1 Introduction
This part aims to show how, using abstract concepts from cybernetics, one can 
combine biological, psychological and sociological concepts to provide con-
ceptual clarification and insightful understandings of human consciousness. 
The part is structured as follows. There is a brief discussion of how the term 
‘consciousness’ is used and abused in contemporary neuroscience and cog-
nitive science (philosophy of mind, cognitive psychology, and artificial intel-
ligence). As a preface to a cybernetic approach to this topic, there is a brief 
discussion of reflexive cosmogony and process metaphysics. This is followed 
by a cybernetic characterisation of awareness and consciousness. Some mod-
els of conscious systems are then presented and discussed. There is then a dis-
cussion of how cybernetic understandings of consciousness can give ethical 
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guidance for how to characterise, create and sustain communities in which 
goodwill prevails.

2 Use of the Term ‘Consciousness’
In neuroscience and cognitive science, ‘consciousness’ is frequently treated as 
a kind of ‘essence’ found in subjective experience. Explaining how this essence 
arises – or may arise – in natural and artificial systems is referred to as the ‘hard 
problem of consciousness’. This approach may be seen as dualistic in that an 
ontological distinction is made between the world of experience (mind, sub-
jectivity, ‘qualia’81) and the world of matter (brain and body). A search is then 
made in the brain/body system for that which gives rise to subjective experi-
ence. In contrast, in cybernetics, and its precursors in American pragmatist 
psychology (for example, in William James’ Principles of Psychology, first pub-
lished in 1898), it is assumed that for all subjective experience there is a mate-
rial (brain/body) correlate, captured in the aphorism, “A thought in the head 
is like a fist in the hand.” Wittgenstein argues that it is our use of language that 
leads us to believe there is an inner world of thoughts and feelings separate 
from the behaviour of the brain/body system.82

Here, following the usage by cyberneticians (McCulloch, von Foerster, 
Pask, Jung), I use the term ‘consciousness’ to refer to ‘knowing with’, where 
the knowing can be with another or with oneself (Latin, con-scire, to know 
with). This usage distinguishes consciousness, as a primarily human phe-
nomenon, from the more general phenomenon of ‘awareness’ (wakefulness) 
observed, to some degree, in all living systems. With consciousness, there is a 
shared awareness. It is also fair to admit that, to a limited extent, there may be 
shared awareness between humans and other species and within and between 
other species. Pask presents a cybernetic account of awareness. Awareness is 
characterised as a product of the dynamics of a self-organising, autopoietic 
system. Such systems are energetically open (they metabolise foodstuffs to 
maintain themselves as material beings) and may have an excess of energy 
available (‘free energy’) which allows them to be active ‘eaters of variety’. That 
is, in waking states, they seek novelty by monitoring, exploring and enlarging 
their environmental niches. There is an ongoing process of variety (uncer-
tainty) reduction, as they learn to anticipate and control their environments, 
accompanied by variety (uncertainty) generation as they continue to explore 

81  Qualia are particular subjective experiences, such as a pain, a taste, or the experience of a 
colour. The singular is a ‘quale’ (first used by C. S. Peirce).

82  See Hacker (1997) for a succinct summary of Wittgenstein’s arguments. See Hacker (2012) 
for a Wittgensteinian critique of how the term consciousness is used in the neuroscience 
and cognitive science communities.
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their environment. When fatigued, they rest and renew themselves. These pro-
cesses can be found, to some degree, in all living systems (Pask, 1968, p. 1).83 
This thesis is the cornerstone of Pask’s work on adaptive teaching machines, 
in which the machine optimises the rate of learning of the student by present-
ing problems of increasing or decreasing difficulty to avoid the student being 
bored, overloaded or fatigued.

Awareness of self as a self, ‘self-consciousness’, appears to be an achieve-
ment of humans only, linked to their use of language and their development as 
social beings within a community. Mead’s (1934) analysis of the genesis of self 
and society is now classic. According to Mead, the ‘I’ emerges in the dialectic 
of reciprocal role-taking: taking the other’s perspective. Thought becomes an 
inner dialogue between perspectives: the self is a social process. ‘Self-image’ is 
a social construct and may take different forms in different cultures.84 In Pask’s 
terms, a ‘self ’ is a conversational process embedded in a conversational process 
(society, culture). Berger and Luckman (1967), drawing from Mead’s thought, 
tersely capture the essence of the self/society dialectic as follows. Through 
social interaction, action is ‘objectified’ as social institutions, shared rules, roles, 
attitudes and perspectives. A child born into a given culture encounters the 
‘social objects’ and internalises them as concepts (eigenbehaviours). Creatively, 
humans constitute novel social institutions and succeeding generations are 
made to fit and conform. The most powerful social object is language itself. It 
is a system of rules, roles and attitudes in its own right and is a major means of 
access to other social objects. In Piaget’s (1952) account, as language is acquired 
it makes available its ‘cognitive instruments’ for the service of thought. At the 
same time, it shapes thought. As the infant grows into language, the power 
of language to describe, coordinate and calculate is revealed. The necessary 
underlying cognitive structures (concepts, eigenbehaviours) evolve, through 
action and experience, to fit the template of language. In turn, language evolves 
to capture new forms of cognition and affect.

3 Reflexive Cosmogony and Process Metaphysics

The world … is constructed in order to know itself … Whatever it 
sees is only partially itself.

George Spencer-Brown, Laws of Form, p. 105

83  A most excellent example is to be found in the behaviour of a human infant.
84  For more about the development of self-consciousness, see Maturana (1995), Scott (2007) 

and Scott (2011b). See also the entry on ‘interaction’ in part 4.
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…
To know not knowing, sublime; to not know not knowing, faulty.

Tao Te Ching (my translation)

⸪
I begin this section with the above quotations to emphasise that we humans 
are a mystery that is part of a mystery. We are faced with undecidable ques-
tions (von Foerster, 2003, pp. 292–293). As human beings, our ultimate freedom 
resides in how we choose to answer such questions. Our answers about our 
world take the form of stories we tell ourselves, cosmogonies. Insofar as these 
stories address questions about who, what and why we are, they are reflexive 
cosmogonies. Where should our stories begin? Answering this question takes 
us into the realm of metaphysics. Here are some examples of metaphysical 
starting points.

Carl Jung (1916) begins with a distinction between Pleroma (formless ‘stuff ’) 
and Creatura (the world of distinctions). Jung is cited by Gregory Bateson 
in his discussion of ‘form, substance and difference’ (Bateson, 1972a); in 
Hindu philosophy one finds a distinction between the Void (full emptiness) 
and the Not-Void (empty fullness); Richard Jung (2007) begins his narrative 
with a distinction between Indefiniteness and Form; George Spencer-Brown 
(1969) distinguishes the void from the form of distinction. Essentially, these 
binary distinctions are saying the same thing: there is the world of undiffer-
entiated, undescribable, limitless all; there is the world of distinction and 
description constructed by observers. As mentioned in the previous part, 
C. S. Peirce distinguishes three fundamental categories: firstness, secondness 
and thirdness. Firstness is where, as yet, no distinctions have been made; 
secondness refers to cause and effect dependencies; thirdness refers to order  
(lawfulness, meaning).

From classical times, a distinction has been made between cosmogonies 
that emphasise what the world is made of (its being) as ultimate, unchang-
ing essence or substance and those that emphasise the processes of change 
(the world’s becoming) as the only constant. Cybernetic theories are ori-
ented towards process, how things behave, and look for explanation, not in 
what those things are made of, but in how they are organised. Aristotle, often 
cited as the ‘father of biology’ as well as the ‘father of logic’, has also been 
claimed (by Gregory Bateson amongst others) as the ‘father of cybernetics’.  
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I referred to Aristotle’s doctrine of the four ‘causes’ in the previous part. 
Aristotle also distinguishes three types of ‘psyche’ (usually translated as ‘soul’ 
or ‘mind’) of increasing complexity: the psyches of plants (the ‘nutritive soul), 
which give them the ability to grow and reproduce; the psyches of animals 
(the ‘sensible soul’), which give them the abilities of plants and also the ability 
to perceive and move; and the psyches of humans, which give them the abili-
ties of animals and also the ability to reason. In cybernetic terms, the different 
psyches are different forms of organisation, where the human ability to reason 
is intrinsically bound up with the use of language.

Apropos of our interest in conscious systems, those with which the 
observer may converse, it is useful to note Pask’s (1969) distinction between 
taciturn systems and language-oriented systems. Taciturn systems are distin-
guished and observed by an external observer who infers or builds in their 
goals. Language oriented systems are self-distinguishing and set their own 
goals. They are interacted with (conversed with) by a participant observer. 
Aspects of Pask’s distinction were later summed up by von Foerster in his 
distinction between first and second order cybernetics (von Forester, 2003, 
pp. 285–286). To attempt to model and understand conscious systems 
(observers) is to study language-oriented systems and to engage in second  
order cybernetics.

4 Cybernetic Models of Learning in Conscious Systems
Cybernetic models help us understand how the brain/body system functions as 
a complex command and control system. Classic examples include: Ross Ashby’s 
(1948) work on ‘ultrastability’ (the brain’s ability to adapt to perturbations), as 
part of which he built a hardware model, the ‘homeostat’; Kilmer, McCulloch 
et al.’s (1969) use of computer simulations in their studies of the brain’s reticu-
lar formation and it’s ability, as a heterarchical control system, to make virtu-
ally instantaneous decisions about what ‘mode’ to put the body in (fight, flee, 
eat, sleep and so on); Maturana’s (1970) descriptive model of the nervous sys-
tem as an operationally closed network; and von Foerster’s (2003) many dif-
ferent models (mathematical, diagrammatic) of how the brain constructs a  
stable ‘reality’.

In the theorising that follows, I make an analytic distinction between 
organisationally closed (autopoietic) bio-mechanical unities, which exhibit 
passage and extension, and organisationally closed psychosocial systemic uni-
ties, which exhibit idea and intention (Pask’s M-Individuals and P-Individuals, 
respectively). I describe two models, a diagrammatic model and a computer 
program simulation model.
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The model in figure 14 is similar in appearance to many models to be found in 
cognitive psychology that show ‘memory’ as a series of separate stages, involving 
‘storage and retrieval’. However, the model in figure 14 is different in several ways. 
Rather than showing a series of relatively static stages, I attempt to show the 
complex dynamic processes that occur as a human learns. The learner’s brain/
body system is a biomechanical unity that actively seeks and processes variety, 
and which embodies the psychosocial unity as an ongoing process of conceptu-
alisation. As an embodied psychosocial unity (P-Individual), the learner may set 
her own goals and direct her own attention. As the brain/body system adapts and 
habituates to the events captured by the sensory systems, it seeks more variety 
in accordance with any goals that have been consciously set. Several bodily pro-
cesses guide and affect the systems. In figure 14, these are labelled: kinaesthesia 
(having as subsystems the proprioceptive and vestibular systems); interoception 
(sensing of the body’s internal state); algedonic (pain, pleasure) feedback; and 
the endocrine and immune systems which affect the overall functioning of the 
brain. There is also feedback through the environment: motor responses affect 
sensory inputs, which inform the learner about where she is and what is happen-
ing around her. Familiar settings call forth learned responses. Unfamiliar settings 
induce learning and adaptation that reduce uncertainty. The figure shows the 
parts of the system where there is awareness, where the learner is conscious with 
herself of what is happening. The blue lines show the routes through the system, 
from sensing to responding. The black lines show the feedback paths. The red 
line indicates the feedback through the environment, from responding to sens-
ing. The term ‘external storage of information’ refers to the ways in which previ-
ously acquired knowledge (concepts, eigenbehaviours) are brought into play in 
familiar situations. In response to the setting, the brain reconfigures itself and 
the relevant concepts are reconstructed. As an example, the learner remembers 
the details of how to drive a car when she is sitting in the car. Away from the car, 
she may only have a partial recollection of what is required.

The second model is a computer program that simulates the acquisition of 
a keyboard skill. As a graduate researcher, under the supervision of Gordon 
Pask, I carried out a series of experimental studies of subjects learning to type. 
Learners followed different regimes. In control groups, subjects followed con-
ventional drill and practice methods. In experimental groups, subjects were 
taught using adaptive teaching machines that presented stimuli, indicating 
which keys to press, at rates which were adapted to the learner’s degree of suc-
cess. As part of these studies, in 1975, I constructed a computer program model 
that helps explain how learning takes place. As an aid to exposition, the model 
had several versions of increasing complexity. The most complex model was 
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called the “Full Typist” model. Here I give a brief description of how the model 
works. For more about the Typist models and the experimental studies on 
which they were based, see Scott and Bansal (2013, 2014). For the most detailed 
account, see Scott (1976).

The Full Typist model simulates the acquisition of the skill of touch typing. 
It explains why proficient touch typists lose access to a conscious knowledge of 
the structure of the skill, and why they are frequently aware that an error has 
been made, before the receipt of any external feedback. These phenomena can 
be observed in the acquisition of all perceptual-motor skills. The typist is mod-
elled as a dynamic self-organising system, in which achievement of goals is 
subject to a ‘free energy’ economy. A simulated ‘teaching system’, presents indi-
vidual letters (the keyboard characters) as a series of discrete events, referred 
to as ‘experimental trials’. For each trial, the learner has a limited time in which 
to respond with a key press; this is simulated in the model by there being a 
fixed amount of energy available for each trial. In both cases, the ‘teacher’ pro-
vides feedback about whether or not the response was successful. Learning 
is simulated as an evolutionary process. There is an initial population of pos-
sible TOTE unit85 response ‘operators’. Some operators move a particular finger; 
other operators decide the direction in which to move that finger. The Typist 
model begins by randomly selecting operators at each trial, first a finger opera-
tor and then a move operator. Successful operators are retained, ready for use 
for the next time that that letter appears; unsuccessful operators are discarded. 
If energy is available, ‘complex operators’, which are a combination of a suc-
cessful finger operator with a successful move operator, may be constructed. 
There is an advantage to doing this because applying a complex operator takes 
less energy than applying simpler operators separately. As successful operators 
are constructed, energy becomes available allowing the model to use ‘logical 
operators’ (inference rules), which use knowledge of the keyboard layout, the 
position of keys relative to each other, to help select the operators which are 
likely to be successful, thus reducing the set of possible responses. For example, 
if a particular ‘move’ + ‘finger’ combination is known to be a successful response 
to a particular stimulus, that selection can be ruled out for other stimuli. In a 
human typist, cognitive processes may be applied concurrently and may inter-
act, speeding up the logical search for an appropriate response. In the model, 
the interaction of operators applied concurrently is simulated by a set of serial 
executions of the logical operators that exhausts the set of possible interactions.

Over time, the typist achieves proficient and energy-efficient operation, and 
conscious knowledge of the keyboard is lost. She is free to think of other things. 

85  For a description of a TOTE unit, see the entry ‘process and product’ in part 4.
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Figure 14 The dynamics of learning and awareness

In the model, proficient performance is characterised by the state of affairs 
where ‘which finger in which direction’ operators are immediately available 
and applied. The knowledge of the keyboard now serves as an internal check 
that confirms or disconfirms what was done. If there is confirmation, typing 
continues. With a disconfirmation, typing is interrupted; the unsuccessful 
operator is discarded and the typist becomes aware of having made an error.

The theoretical justification for the form of the simulation is that the cogni-
tion of the proficient typist is seen as a unitary organisation in which particular 
processes, when they do not conflict, go on concurrently, autonomously and 
unconsciously. When there is conflict, there is uncertainty; the typist becomes 
aware that something requires her attention. and she is called upon to attend 
consciously to the task at hand. The uncertainty is reduced when the typist 
decides how to resolve the conflict.

5 Generalising the Typist Model
The Typist model can be generalised for domains other than touch typing as 
follows. In the model, there are operators that bring about finger movements 
for key pressing. In general, there are cognitive processes that bring about or 
maintain a relation in a particular universe of interpretation. In previous parts, 
following Pask, we have referred to these as ‘concepts’. Also, in the model, there 
are processes that construct, select and maintain the movement operators. In 
general, there are cognitive processes that bring about or maintain concepts. 
In previous parts, we referred to these as ‘concepts of concepts’. In the Typist 
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model, the overall process of acquiring and performing the skill has a cyclic 
form: knowing leads to doing which leads to further knowing and further doing. 
The process is a whole that reproduces itself in the setting of touch typing. 
In general, there are organisationally-closed systems of concepts that repro-
duce themselves in a variety of settings (referred to by Pask as ‘conversational 
domains’). In previous parts, we have referred to these systems as embodied 
P-Individuals (psychosocial unities) (see figure 2).

The above models explain key aspects of human cognition: how human 
beings learn about their world, how consciously constructed knowledge 
becomes proceduralised (automatic), how conflict in concurrently executed 
processes may engender the conscious awareness of error and uncertainty. 
The models offer first order explanations of observed systems. They also offer 
second order explanations of observing systems: they explain the observer 
to herself. As the constructor of the models and narrator of the theories that  
give them significance, I am aware I have been engaged in learning and 
remembering: acquiring new knowledge and new skills and remembering 
(reconstructing) old knowledge and old skills. The theories are specialist top-
ics within Pask’s conversation theory. As such, they provide an account of their 
genesis. One’s intention to solve a problem and one’s understanding of rele-
vant principles serve as constraints to which evolving concepts must fit. The 
construction of a satisfactory new concept may happen within a few millisec-
onds or may require deep thought and gestation over days, weeks or a lifetime.

6 Creating and Maintaining Healthy Communities

Speech has enabled  … us to conquer every square inch of land,  
subjugate every creature … and (enabled) the creation of an inter-
nal self …

Tom Wolfe, The Kingdom of Speech (2016), p.165

…
With our growing self-consciousness and increasing intelligence 
we must begin to control tradition and assume a critical attitude 
toward it, if human relations are ever to change for the better.

Albert Einstein (1946)

⸪
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I have said something about how consciousness arises and how selves are 
formed in child development and I have briefly discussed the central role of 
language in these processes. I sum up my thinking in figure 15.

There, I include my concern with how, if we understand the processes in 
question, we may cultivate communities and societies that exhibit the best 
practices of creative and harmonious living (and what I have referred to in part 
2 as ‘cybernetic enlightenment’), beginning with socially embedded activities 
(working, playing, learning, teaching and child-rearing) and the conversations 
that arise in them.

Part 9 Reflections on the Sociocybernetics of Social Networks86

1 Introduction

No man is an island, entire unto himself.
John Donne

…

86  This part is an abbreviated version of Scott (2018b).

Socially embedded activity

Discursive practices

Emergence of individual identity, 
acquisition of knowledge, skills and attitudes

Emergence of reflective practitioners
and learning communities

Figure 15 Learning, as communities, to do things better
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We are all connected.
Ephesians, 4, 25

⸪
This part uses concepts from sociocybernetics to explore how the term ‘social 
network’ is used. I begin with an overview of what has become known as ‘net-
work science’ and continue by asking what is ‘social’ about a social network. 
I go on to consider the various forms that social networks may take. I then 
discuss the theoretical question: what distinction is there, if any, between a 
‘social network’ and a ‘social system’? Next, I provide a brief critique of ‘con-
nectivity theory’ and ‘Actor-Network-Theory’. Finally, I comment on the emerg-
ing ‘global conversation’.

2 Network Science
Network science is the name given to work on complex systems in which sys-
tem structure and behaviour are modelled as networks (Barabas and Frangos, 
2014). A network consists of a set of nodes (also known as ‘vertices’ or ‘points’) 
connected by links (also known as ‘edges’, ‘arcs’ or ‘ties’). The nodes repre-
sent system components. The links represent specific relationships between 
those components. Interestingly, formal approaches to mapping relationships 
between social entities first emerged in the social sciences as ‘sociometry’. 
Jacob Moreno (1934) constructed networks showing interpersonal relations. 
He referred to these as ‘sociograms’. In later work, the mathematician, Frank 
Harary, and the sociologist, Dorwin Cartwright, applied ‘graph theory’,87 to 
the study of social relations and, with Robert Norman, published a seminal 
text on graph theory (Harary, Norman et al., 1965). Graph theory provides 
the theoretical underpinning for network science and its many applications 
in physics, computer science, engineering, biology and the social sciences. 
Network science is also used as a tool in the broad field of ‘data visualisa-
tion’ (see Rosling88), geographic information systems and studies of internet 

87  In mathematics, the formal study of ‘graphs’, networks of vertices and edges. See https://
en.wikipedia.org/wiki/Graph_theory (accessed 16/09/2015).

88  Hans Rosling (2006). “The best stats you’ve ever seen”. TED talk, http://www.ted.com/
talks/hans_rosling_shows_the_best_stats_you_ve_ever_seen?language=en (accessed 
10/09/2015).
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connectivity. In a study, of interest to sociocybernetics, Glattfelder89 has used 
network theory to study ownership relations. Network theory also plays a cen-
tral role in the work of Alex Pentiland (2014) on ‘social physics’.

3 What Is ‘Social’ about a Social Network?
A social network is a network in which the nodes are social actors (individuals 
or organisations) and where the links represent aspects of social relationships, 
for example, who knows whom, who visits whom, who is related to whom, who 
works for whom, who communicates with whom. The essential feature that 
makes the network ‘social’ rather than ‘physical’ or ‘biological’ is the reciproc-
ity of relations between social actors and the expectations that underpin them. 
Social actors think about each other and know that this is the case.

Using the terminology of Pask’s conversation theory, as used in preceding 
parts, a social actor is a P-Individual (psychosocial unity) embodied in one or 
more M-Individuals (biomechanical unities), capable of conversing with other 
social actors and of self-reflection (conversation with herself). A social actor 
may be an individual human being or a collective of some kind, whose embodi-
ment is distributed over two or more M-Individuals. A typical M-Individual is 
the brain/body system of a human individual and its extensions that add to 
the functionality of the M-Individual. Examples of extensions include writ-
ing instruments, clothing, vehicles, aids for vision and hearing, and aids for 
computation and communication. For the latter, there are several develop-
ments, including: the aim to digitise all media objects (texts, images, sound 
and video files); the creation of algorithms for systems that search, data mine, 
translate, recommend, advise, analyse, filter, amplify, schedule, regulate, man-
age and connect. There is also the potential for tools such as search engines to 
be equipped with artificial intelligence and interaction protocols that would 
allow them to engage with users as surrogate participants in a conversation. 
(This possibility is discussed in part 5.)

It would be remiss of me not to mention the ‘political’ aspects of the use 
of social media and related technologies. These are aspects of these systems 
that it behoves users to be aware of, and to reflect on the implications for 
social empowerment, privacy and social control. These topics continue to be  
debated.90 To deal with them in detail is beyond the scope of this part.  

89  J. B. Glattfelder (2013). “Who controls the world?” TED talk, http://www.ted.com/talks/
james_b_glattfelder_who_controls_the_world?language=en. (accessed 10/09/2015.

90  An important contributor is the World Wide Web Foundation, headed by Sir Tim 
Berners-Lee. http://webfoundation.org/ (accessed 19/09/15).
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Certainly worth mentioning are the tensions between issues of state and 
organisational security, and personal freedom. There are also complex issues 
of ownership of data that are particularly pertinent in a context where data in 
digital form may have very long lifetimes.

4 The Forms That Social Networks May Take
An external observer typically uses nodes to represent members of a social net-
work and links to represent their ‘connections’ or ‘interactions’. The questions 
that then arise are (i) what qualifies an actor to be a member of the network 
(ii) what cognitive, affective and instrumental capabilities are attributed to 
such an actor (iii) what kind of connection or interaction do the links repre-
sent (iv) what other properties or constraints are attributed to the network as 
a whole (v) what relations exist between networks, as perceived by an external 
observer or by the members of those networks.

Concerning (i), membership of a network may be something that the mem-
bers attribute to themselves, consciously, or it may be something that the exter-
nal observer attributes to them. Concerning (ii), by Occam’s razor, the external 
observer need only attribute those capabilities that are relevant for the hypoth-
eses that are guiding his investigations. For example, the cognitive capability 
of distinguishing between alternatives, the affective capability of placing value 
on alternatives, the instrumental capability of sending and receiving messages 
using different means. Concerning (iii), the links may be unidirectional or bidi-
rectional, representing the possibility of sending or receiving messages to or 
from a particular other member and of the existence of one or more shared 
attributes that relate the members in question. Concerning (iv), the network 
may be considered to be ‘closed’, i.e., no new members may be added or new 
members may be added only if they meet certain criteria, or ‘open’, i.e., mem-
bership is unrestricted, except with respect to possession of relevant capa-
bilities. If closed, it may be partially or fully ‘saturated’, i.e., a fully saturated 
network is one in which every member is directly connected to every other 
member. Membership of a network may also be ‘voluntary’ or ‘involuntary’. It 
is also worthwhile to make a distinction between networks where membership 
is ‘tacit’ or taken for granted, i.e., not consciously reflected upon, and networks 
where membership is ‘explicit’, i.e., accompanied by conscious decisions and 
reflections. Networks may also be considered to be ‘transparent’ or ‘opaque’. A 
transparent network is one where the identity of members is known or read-
ily ascertained. An opaque network is one where a member or the external 
observer does not know nor have the means to know, the identities of the 
members. There may also be cases where one or more members have access 
to information about members’ identities and other members do not or do so 
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only partially. Concerning (v), it may be the case that individual social actors 
are members of several social networks. It may be the case that there are for-
mal relations connecting networks. I leave it to the reader to reflect upon these 
possibilities and to come up with examples.

5 What Is the Distinction between a ‘Social Network’ and a ‘Social 
System’?

The term social network and social system are commonly used in the social 
sciences, often with the implicit assumption that they are different theoreti-
cal entities. The use of the term ‘social system’ implies that, in some sense, 
one is referring to an autonomous whole. Concerning social networks, it 
is important to ask who is distinguishing the network in question. Is it the 
external observer or is it some or all of the members? In social systems, such 
as clubs and societies or corporate institutions, the participants are capable 
of consciously acknowledging their membership. The systems are organisa-
tionally closed and reproduce themselves as stable unities. If an observer-
defined social network is an organisationally closed system, the network is a 
social system, otherwise, it is not. In other words, whereas all social systems 
can be modelled as social networks, not all social networks are social systems. 
This concept can be recursively applied, i.e., just as there may be networks 
of networks, there may be social networks of social networks (collectives  
of collectives).

6 A Brief Critique of ‘Connectivism’ and ‘Actor-Network Theory’
In the context of a discussion of social networks, it is relevant to mention ‘con-
nectivism’ and ‘actor-network theory’. Both are concerned with human behav-
iour and both use the term ‘network’. However, neither of them is concerned 
with social networks as defined here. Both have in common the feature that 
nodes can be any ‘thing’ and arcs can represent any relationship between 
nodes that can be considered as a connection or link.

‘Connectivism’ (or ‘connectivity theory’) is a loosely formulated theory 
of learning that asserts that, in the age of the internet and related technolo-
gies, learning is a process of “connecting specialized nodes or information 
sources” (Georges Siemens, 2005). The theory, unlike many other theories 
of learning, does not refer to particular brain activity or cognitive processes. 
It does emphasise that in a web-based environment, learning may employ 
strategies that are ‘nonlinear’ but there is no reference to the existing litera-
ture on learning strategies. The concept of ‘nonlinear learning’ can be traced 
back to the seminal work of Pask and Scott (1972) on ‘holist’ and ‘serialist’  
learning strategies.
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The creator of Actor-Network Theory (ATN), Bruno Latour, has declared that 
ATN is not about actors or networks, and is not a theory (Latour, 2005). Rather, 
it is a tool for describing social action in a particular context, such as a labora-
tory or other work place.

7 Concluding Comments: The ‘Global Conversation’
The concept of a global conversation refers to something that is emerging but 
is still at a stage of immaturity. As a social network, it is fragmented: technolog-
ically (because not all can participate),91 culturally (participants are separated 
by language and by self-ascribed cultural identities), and ideologically. Sadly, in 
our world, there are pathological belief systems that engender conflict, rather 
than harmony (Scott, 2015). If our world is to survive and thrive, we need social 
networks that afford conversations that educate, that enlighten. I say more 
about the challenges we face in the next part.

Part 10 Some Sociocybernetic Understanding of Possible World Futures

1 Introduction
In this part, I set out some ideas about how sociocybernetics can contribute to 
understanding possible world futures, ideas first developed in Scott (2009b). 
A central concept in cybernetics is ‘governance’, the art of steersmanship. As 
conceived by Ashby, Beer and others, this art is concerned with the manage-
ment of variety. How do we face the challenge of managing all the variety that 
makes up ‘possible world futures’? The distinction between first order and sec-
ond order cybernetics makes clear that there are two levels to this challenge: 
(i) the variety and complexity of first order, observed systems (ii) the variety 
and complexity of second order systems, the interactions within and between 
human observers.

Already, the distinction between the two levels has reduced variety. 
Attempting to understand possible world futures with first order studies only, 
omits the challenges of bringing about change through social action. Using 
second order studies to address the challenges of bringing about social change 
can only be fruitful insofar as relevant models and data are available from first 
order studies. I begin by considering what it means to be holistic about global 
problems. I then briefly overview what first order models and data are telling 
us, and what some second order models and data are telling us. The part goes 

91  Some 59% of the world’s population use the internet. For data by region, see https://www 
.visualcapitalist.com/the-next-billion-internet-users-worldwide/ (accessed 17/08/20).
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on to outline ways in which sociocybernetics can address the problems thus 
summarised.

2 Being Holistic about Global Problems
One of the founding predications of the cybernetics and systems movement is 
that systemic problems need to be addressed holistically (Beer, 1967; Mulej and 
Kajzer 1998; Scott, 2002b).

Concerning the need to be both holistic and global, Luhmann (1989) very 
clearly warns of two dangers: (i) failure to ‘resonate’ with the ecosystem (not 
being global enough in our concerns); (ii) too much resonance between social 
systems (not being holistic enough to dampen unfruitful noise and ‘excite-
ment’). Examples of (i) are many: being parochial concerning one’s own eco-
logical niche; focussing on one issue (e.g., ‘global warming’ or ‘poverty’) but not 
taking cognisance of related issues (e.g., ‘educational opportunities’ or ‘politi-
cal freedoms’). Examples of (ii) are also many: the promotion of one scientific 
discipline over another, the promotion of one political ideology over another, 
in general, the tendency to work in self-promoting silos.

‘Being holistic’ lacks meaning if the theoretical ideal lacks a praxis. The 
problem is that no observer can step outside and observe the whole of which 
she is a part. However, she can intend to be holistic. Actualising holism requires 
a cognitive/affective centre around which the many facets and levels of our 
concerns may cohere as insight, intuition and commitment. I believe that the 
perceived need for a holistic centring can itself serve as such a centre. For prac-
titioners it is sufficient to intend to be holistic – and to share that intent – in 
order to make fruitful cooperation possible. It is no accident that the word 
‘holism’, has the same etymological root as the word ‘holy’ (Old English, halig, 
whole, hale, healthy).

Sociocybernetics offers guiding principles that bear on the question of how 
a community of observers can establish and maintain consensus, including:
1. Ashby’s Law of Requisite Variety: only variety can destroy (control) 

variety.
2. Scott’s Laws of Observation and Action:

– There is always a bigger picture.
– There is always another level of detail.
– There is always another perspective.
– There is always error.
– There is always the unexpected.

3. von Foerster’s ethical imperative: act so as to increase the choices.
4. von Foerster’s corollary to his ethical imperative: in a community, A is 

better off when B is better off.
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3 First Order Problems
Modern economies are based on forms of capitalism where returns on invest-
ment lead to reinvestment with the goal of continued economic growth. To 
keep it going, this growth requires a source of labour, much of it skilled and 
professional, together with the reinvestment of profits and readily available 
sources of energy and raw materials. With this growth, the rich get richer and 
continue to do so.92

Many developing countries suffer from economic exploitation by developed 
countries and corrupt government. Both developed and developing nations are 
investing in education and training and are creating relatively wealthy middle 
classes as well as super-rich plutocracies. There is a flow of labour, as legal and 
illegal immigrants from Africa, Eastern Europe and Asia enter Western Europe. 
There are flows from South America into North America. There are flows into 
Australia.

The switch from hunter-gatherer societies, over millennia, together with a 
growth in world population, has made humankind net consumers of the earth’s 
resources. That is, in the long term, economic growth as currently pursued is 
not sustainable. Forests are cut down, species are lost, oceans are depleted of 
fish stocks, fertile lands become deserts. In recent times, fossil fuels, as a source 
of stored energy and desirable by-products such as fertilisers, plastic and phar-
maceuticals, have fed economic growth and continue to do so. The use of such 
fuels and other resources has triggered climate change, widespread pollution 
and damage to the ozone layer. The problems associated with continued eco-
nomic growth are exacerbated by continued population growth. It has been 
estimated by some that, if everyone was enjoying the same standard of living 
as now enjoyed by ‘developed’ parts of the world, it would take five Earths to 
support the current population.93

In March 2008, a conference on the topic From Global Warming to Global 
Policy was convened by the World Political Forum and the Club of Rome and 
chaired by President Mikhail Gorbachev in Turin on March 28–29 2008. I quote 
from the final statement.
“The participants concluded that the world has entered a period in which 
the dramatic scale, complexity and speed of change caused by human activi-
ties threaten the fragile environmental and ecological systems of the planet 
on which we depend. It is urgent therefore that the world community should 
agree rapidly on strategies and effective action to avert irreversible change in 

92  For detailed discussions of the harm this does to society at large, see Stiglitz (2013), Piketty 
(2015) and Dorling (2015).

93  This estimate dates from 2008.
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world systems, brought about by accelerating climate change, the ecosystems 
crisis, the depletion of energy resources and the diminishing availability of 
water, the degradation of environments across the world, persistent poverty 
and deprivation and the rising gulf between rich and poor within and between 
countries. Also, global population is in the midst of a transition from explo-
sive growth to a new paradigm of development, never before experienced by 
humankind.”94

Since then, there have been many more such warnings as the work of activ-
ists has raised awareness of the issues within the general public. Figure 16 is 
intended to be a simple holistic overview of what some current first order 
models and data are telling us about possible world futures.

4 Second Order Problems
Second order problems concern human behaviour and social interactions 
where the participants are observing systems with beliefs and who follow insti-
tutionalised behaviour patterns in the pursuit of goals, some of which may be 
consciously articulated, some of which are the non-conscious consequences 
of participation in a culture and genetic heritage. In some communities, par-
ticipants are encouraged to learn and be creative, in others less so.

Some important second order issues are:
1. differing kinds and levels of social and cultural development, including 

differences in quality of life, access to health services and education, 
problems of identity and social conflict, for example, as set out in the 
hypothesis of there being a ‘clash of civilisations’ (Huntington, 1997).

2. pathological belief systems that institutionalise ignorance, prejudice, 
discrimination, and conflict.95

3. as noted by Luhmann, the problem of ‘noise’ and redundancy in the ‘mar-
ketplace’ of ideas.

4. the problem of empowerment for social action, as in the lack of demo-
cratic forms of government and lack of access to opportunities for per-
sonal development.

These problems can be summed up in terms of two cybernetic principles: evil 
is that which restricts the right of actors to interact (Pask, 1991, p. 1) and “Act 
always so as to increase the number of choices” (von Foerster, 2003, p. 227).

94  In 2018, the Club of Rome published The Climate Emergency Plan, https://clubofrome.org/
publication/the-climate-emergency-plan/ (accessed 24/11/2020).

95  In Scott (2015), I use concepts from sociocybernetics to analyse what I see as pathological 
about the Abrahamic faiths.
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The two principles are complementary. Both are predicated on two key assump-
tions: (i) there is a shared gene pool (ii) people (social actors) are, at least in 
part, socially constructed. The first principle helps to identify blocks and con-
straints. The second principle helps to guide creative, positive action. Both are, 
in essence, corollaries of Ashby’s (1956) Law of Requisite Variety, “Only variety 
can control variety.” Variety is controlled by identifying redundancies, patterns, 
and lawfulness. Hence the importance of education (Latin, educare, to lead 
out) and the importance of concepts from cybernetics that provide transdici-
plinary and metadisciplinary clarity and coherence to manage the variety of 
theories and models in the academic market place.96

How humans form and maintain systems of belief is a complex business, 
with rational and non-rational aspects (Wolpert, 2006). Even belief systems 
that are rationally constructed may, in the longer term, turn out to be flawed 
and misguided. A case in point is the faith of economists in classic economic 
models based on the concept of equilibrium between supply and demand. 

96  In Scott (2014), mentioned in part 2, I set out some of the concepts from cybernetics 
which I believe should be part of the spiral curriculum that, ideally, is revisited through-
out an individual’s education from primary to higher levels, at each stage with greater 
sophistication and detail.
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climate change

Ecological disaster

Economic collapse, 
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resources
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Figure 16 An attempt at a simple holistic overview of some global problems
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Ormerod (2005) points out that failure to predict the future is endemic in the 
business world. As stated in Scott’s fourth law (above), “There is always the 
unexpected”. The world, as a whole, continues to surprise us.

5 Looking for Solutions
What might be done?97 As economies collapse, nation states and coalitions 
thereof may well go on a war footing where new orders of doing things are 
imposed, for example, rationing of food and energy, bans on travel, invest-
ment in alternative forms of energy supply, and imposition of birth control. 
As noted above, hopefully, there may also be an accelerated process of edu-
cation, awareness-raising and political empowerment that includes the rec-
ognition that some belief systems such as ‘individualism’ are unacceptable. 
(‘Individualism’ is the social disease, currently legitimised and encouraged in 
all parts of the world, of seeking, as an individual or member of a family, to 
become rich and powerful relative to one’s neighbours.) Legislative and eco-
nomic reforms of some kind will be required. There is also the requirement to 
educate, raise awareness, and change belief systems.

The tough question is, “How do we (humankind) change our practices while 
the world is falling apart?” The battle for ‘correct thinking’ has to be won as 
only ‘correct thinking’ in the long term leads to ‘correct action’. The populace 
in the developed countries with access to resources such as mass education 
and mass communication systems are not stupid or necessarily ignorant. They 
are seduced and manipulated by consumerism and the lifestyles portrayed in 
popular entertainment and advertising. Insofar as there is a growing aware-
ness that disasters of one kind or another are imminent, this is accompanied 
by feelings of alienation and disempowerment. We will need a rapid change 
in popular consciousness delivering the right messages as disasters strike such 
that politicians and corporate leaders are obliged to change their ways.

It is of value for all of us, as ‘ordinary people’ to engage in discussion about 
these issues. There are underlying empirical and logical truths as sketched 
out above, that need to be understood and promulgated. The ‘right thinking’ 
produced by education will lead to the ‘right action’, including the action of 
promoting the right thinking and of commanding the means to do so. This 
requires educational activities to go hand in hand with the evolution of more 
effective means for democratic participation. The populous, made aware of 
what is required, must find its voice. We need positive feedback cycles, where 
the demand for better education and more informed knowledge about what 

97  As I write this in June, 2020, the world is facing the challenges of the covid-19 pandemic, 
which is adding another dimension to the world’s existing challenges.
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is happening and why leads to demands for even better education and better 
knowledge sharing about ways of translating right thinking into right action.

Concerning ‘right thinking’, I have identified two fallacies which I believe 
need to addressed and corrected:
1. The fallacy of the particular: “I am all right because the problems are hap-

pening somewhere else.”
2. The fallacy of the general: “Humankind will survive somehow.”
In relative terms, Fallacy 1 was perhaps once true but is false now that, glob-
ally, as noted below, “Everything is connected to everything else.” Concerning 
Fallacy 2, it is possibly true but, as a pious hope, it can blind us to an awareness 
of the great cost in human lives and suffering that will be (and is being) paid as 
part of the survival of the species.

There follows a brief listing of some aspects of possible solutions that I have 
come across in the literature and in the media. There is not space here to present 
them in any detail. I present them as a means of promoting further discussion.
1. Switching to renewable forms of energy.
2. Using alternative forms of production and waste disposal that are truly 

sustainable, possibly using nanotechnologies and ‘synthetic biology’.
3. Using just and humane forms of birth control to reduce the global 

population.
4. Only interacting with the ecosystem in ways that are sustainable and 

healing of damage already inflicted.
5. Education for social justice and quality of life, rather than for the indi-

vidualism of wealth accumulation and consumerism.
6. Education and legislation for empowerment as part of more effective 

forms of democratic government
7. A move away from the economic growth emphasis of modern capital-

ism as embodied in ‘limited companies’, ‘corporations’ and ‘shareholders’ 
towards cooperative forms of institution.

8. New forms of tithing or taxation that change damaging behaviours and/
or release resources that can be invested in developing sustainable ways 
of doing things.98

6 Concluding Comments
Given the scale of the problems at both first and second order levels, man-
kind is facing major disasters on a global scale. Amelioration of these disasters 
will, in the limit, be in the hands of whatever communities emerge and survive 
locally. More global solutions are thinkable. However, as these entail a radical 

98  See, for example, the recommendations made by Joseph Stiglitz (2013).
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re-appraisal and re-education about what it is to be human, it is not obvious 
at this stage that these global solutions are doable. It may be too late for such a 
global transformation of human consciousness to be achieved. It may be that, 
as proposed by Morrison (1999) and many others, there are intrinsic limita-
tions on the extent to which the human species can embody the beliefs needed 
to ensure its survival.

A majority of commentators appear to see no alternative to capitalism, 
economic competition, continually striving for more, for better ‘standards of 
living’.99 Some do question the values and their relative importance. What is 
more important; a high income or safety from harm, riches or job satisfaction? 
And so on. There are alternatives to secular, materialistic capitalist ways of life. 
For example, there are those based on the concept of sustainable living, abid-
ing by Commoner’s (1971) Four Laws of Ecology. I cite them here as key holistic, 
systemic, cybernetic ideas that are essential for understanding how we might 
manage the variety in global systems. Ideas such as these should be vital parts 
of educational curricula, from the cradle to the grave:
1. “Everything is connected to everything else.” There is one biosphere for 

all living organisms and what affects one, affects all.
2. “Everything must go somewhere.” There is no ‘waste’ in nature and there 

is no ‘away’ to which things can be thrown.
3. “Nature knows best.” Humankind has fashioned technologies to improve 

upon nature, but the changes are proving to be detrimental to that system.
4. “There is no such thing as a free lunch”. In nature, both sides of the equa-

tion must balance; for every gain there is a cost and all debts are eventu-
ally paid.100

Part 11 Sociocybernetic Understandings of Culture

Warfare is an utterly stupid method of settling differences of inter-
est between different nations.

George H. Mead

…
99  The final communiqué of the G7 Conference, Japan, 2016, set ‘global growth as a priority 

for dealing with threats to the world’s economy and security’.
100 For more about the life and work of Barry Commoner, see the article in Wikipedia. http://

en.wikipedia.org/wiki/Barry_Commoner. Accessed August 29th, 2016.
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Accumulation of wealth at one pole is at the same time accumu-
lation of misery, agony of toil, slavery, ignorance, brutality, mental 
degradation, at the opposite pole.

Karl Marx

⸪

1 Introduction
As I write, individuals and collectives around the planet are oppressing, physi-
cally violating and killing other humans. At the same time, as outlined in part 
10, our very home, our ecosystem, is under threat, from pollution, from climate 
change, from pandemics and the unsustainable consumption of resources. 
Meanwhile, the global economic system carries on largely with business as 
usual; the gap between rich and poor increases, while some 98% of all financial 
transactions are speculations (bets).101 In this part, I wish to use sociocyber-
netic concepts to address issues concerning cultural transmissions and trans-
formations. By ‘culture’ I mean the habits and values, often tacit, of a particular 
collective or community as expressed in individual behaviours, interactions 
and the use and production of ‘artefacts’ in the broadest sense (for example, 
encompassing spoken and written texts and other symbolic forms, and found 
or constructed concrete objects). I believe that to bring about any profound 
or lasting change in how humans treat each other and the planet that is their 
home, a culture of mutual respect and cooperation needs to be engendered 
and nurtured, while pathological cultural manifestations need to be identified 
and eradicated. In section 2, I consider conceptions and definitions of culture, 
society and social system. In section 3, I consider the relations between culture 
and ‘personality’. In section 4, I proffer some sociocybernetic understandings 
of culture and social systems. In section 5, I discuss cultural transmissions and 
transformations, considering what factors lead some cultures to persist, while 
others are subject to changes, some of which are gradual, some of which are 
rapid and disruptive. This leads me to a discussion of interactions between 
cultures, including what some authorities refer to as ‘the clash of civilisations’ 
(Huntington, 1997) and ‘cultural imperialism’ (Tomlinson, 2012).

In section 6, I argue for the need for effective ‘intercultural conversations’, 
where there is a genuine openness to learning about other cultures, and to 

101 Lietear, Arnsberger et al (2012).
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the criticism and modification of pathological practices. I use concepts from 
cybernetics to characterise what I mean by ‘pathological’.

2 Conceptions and Definitions of ‘Culture’
An examination of the literature shows that formulating satisfactory concep-
tions and definitions of culture is complicated and contentious. For example, 
it is usual to attempt to distinguish the biological from the cultural, where 
the biological refers to that which is genetically inherited and cultural to that 
which is learned from interaction between an organism and its social envi-
ronment. I say ‘organism’, because many species have a discernible culture in 
this sense. Here, my focus is on the human animal, much of whose culture is 
conserved and communicated symbolically, using a variety of media. Much is 
also communicated through behavioural and affective interaction, often tac-
itly, without explicit awareness. This can be seen to begin in the ways parents 
nurture their infants by creating comforting, secure environments, with estab-
lished routines for providing care (Newsom and Newsom, 1979). The combina-
tion of symbolic, behavioural and affective influences (Humberto Maturana 
refers to ‘languaging’ and ‘emotioning’ in this context)102 continues to commu-
nicate and reinforce cultural practices throughout a human’s life.

I proposed my definition in the Introduction. This was to provide some ini-
tial orientation for the discussion. Here is a selection of some other definitions 
that I found after an internet search.103

Culture may be defined as the totality of the mental and physical reac-
tions and activities that characterize the behavior of individuals com-
posing a social group collectively and individually in relations to their 
natural environment, to other groups, to members of the group itself and 
of each individual to himself. It also includes the products of these activi-
ties and their role in the life of the groups.

Franz Boaz

Culture or civilization, taken in its wide ethnographic sense is that complex 
whole which includes knowledge, belief, art, morals, law, custom, and any 
other capabilities and habits acquired by man as a member of society.

E. B. Tyler

102 See Maturana and Verden-Zoller (2008).
103 More recently, my friend, Bernd Hornung referred me to Kroeber and Kluckhohn’s (1952) 

book which provides a critical review of concepts and definitions of ‘culture’. I have not 
yet had chance to examine it in detail.
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Culture denotes an historically transmitted pattern of meanings embod-
ied in symbols, a system of inherited conceptions expressed in symbolic 
forms by means of which men communicate, perpetuate, and develop 
their knowledge about and attitudes toward life.

Clifford Geertz

Sociology understands culture as the languages, customs, beliefs, rules, arts, 
knowledge, and collective identities and memories developed by members 
of all social groups that make their social environments meaningful.

American Sociological Association, http://www.asanet.org/topics/culture

Some of the definitions are quite narrow. Only the definition by Franz Boas is 
as comprehensive as the one I propose. It is also worth noting that these defini-
tions overlap with how other writers define ‘society’ and ‘social system’. Here 
are some examples.

Society is a concept used to describe the structured relations and institu-
tions among a large community of people which cannot be reduced to a 
simple collection or aggregation of individuals.

Giddens and Sutton (2017) Essential Concepts in Sociology https://revisesoci-
ology.com/2017/07/07/what-is-society-sociology/ …

A society is a large group of people who live together in an organized 
way, making decisions about how to do things and sharing the work that 
needs to be done.

https://dictionary.cambridge.org/dictionary/english/society

A social system is the patterned series of interrelationships existing 
between individuals, groups, and institutions and forming a coherent 
whole.

https://www.merriam-webster.com/dictionary/social%20system

Talcott Parsons is relevant to my discussion because he explicitly wished to 
develop a theory of social systems that draws on general systems theory and 
cybernetics, as stated here:

The fundamental starting point is the concept of social systems of action. 
The interaction of individual actors, that is, takes place under such condi-
tions that it is possible to treat such a process of interaction as a system in 
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the scientific sense and subject it to the same order of theoretical analysis 
which has been successfully applied to other types of systems in other 
sciences.

Talcott Parsons (1951, p. 1)

It remains a moot point as to whether or not his starting point is justifiable 
and to what extent he was successful in his aims. Parsons does, however, take 
pains to define his key concepts. His understanding of culture vis-à-vis a social 
system is stated in the following:

A social system consists in a plurality of individual actors interacting with 
each other in a situation which has at least a physical or environmental 
aspect, actors who are motivated in terms of a tendency to the “optimi-
zation of gratification” and whose relation to their situations, including 
each other, is defined and mediated in terms of a system of culturally 
structured and shared symbols. Thus conceived, a social system is only 
one of three aspects of the structuring of a completely concrete system of 
social action. The other two are the personality systems of the individual 
actors and the cultural system which is built into their action. Each of the 
three must be considered to be an independent focus of the organization 
of the elements of the action system in the sense that no one of them is 
theoretically reducible to terms of one or a combination of the other two. 
Each is indispensable to the other two in the sense that without person-
alities and culture there would be no social system and so on around the 
roster of logical possibilities.

op. cit., p. 3

Parsons’s formulation has the merit of wishing to distinguish social systems, 
culture, and personality systems and show their relations. I, myself, find his 
concept of motivation as the tendency to the ‘optimisation of gratification’ 
limited and unsatisfactory, based as it is on Freudian psychoanalytic theories.

Niklas Luhmann, in his theory of social systems (which very much takes as 
its starting point the ideas of Talcott Parsons), whilst acknowledging the diffi-
culties of trying to define ‘culture’, does find a place for the concept, as follows:

An intervening requirement mediates between language and interaction – 
a supply of possible themes that is available for quick and readily under-
standable reception in concrete processes. We would like to call the 
supplied themes culture, and, it is reserved specifically for the purposes 
of communication, semantics. Thus, an earnest, considerable semantics 
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is a part of culture, namely, of what is handed down to us by the history 
of concepts and ideas.

Luhmann (1995) p. 163104

The communication that is incessantly stimulated forms islands of com-
prehensibility in a sea of meaningfully indicated possibilities, and these 
islands, as culture in the broadest sense, facilitate the initiation and end-
ing of interaction. Cultural forms, later above all the communication 
media of writing and printing, ceased to be fixed specifically to interac-
tion and thus enable interaction and precisely thereby enable meaning 
specific differentiation within society.

op. cit ., pp. 417–418

This appears to me to be a somewhat narrow conception of culture. It mini-
mises the role of oral storytelling in preliterate cultures. It also fails to acknowl-
edge the ‘culture’ that is shared and transmitted tacitly and nonverbally, for 
example, in how complex knowledge and skills, such as hunting and culinary 
practices, are passed on.105

Having seen variety and overlap in the conceptions of culture, society and 
social system, we can at least allow that they all share a concern with social life 
and the meanings that humans find therein. The culture/social system may 
evolve to create social institutions that serve different functions and empower 
or impose constraints on what social actors may say and do. However, it is the 
culture that determines how law-abiding the members are, to what extent they 
acknowledge and agree with any freedoms that are granted or constraints that 
are imposed.

Parsons and Luhmann employ the macro-sociological concept of the dif-
ferentiation of society into ‘functional subsystems’, each with a different ‘code’, 
or binary value system. For example, Luhmann distinguishes, amongst others, 
the science subsystem (with code, true/false), the economics subsystem (code, 
pay/not pay), and the legal system (code, legal/illegal). As mentioned in parts 
1 and 6, detailed discussion of these macro-sociological theories is beyond 
the scope of this publication, for two reasons (i) they are complex and con-
troversial, and (ii) I prefer the Paskian idea of embodied psychosocial unities, 

104 For a detailed discussion of how Luhmann’s concept of culture can be understood from 
his several passing references, see Laermans (2007).

105 For a discussion of these processes in a modern, organisational setting, see Cook and 
Yanow (2011). There is a wider literature, known as “cultural-historical activity theory”, 
that is relevant here. It has origins in the work of Lev Vygotsky. See https://en.wikipedia.
org/wiki/Cultural-historical_activity_theory (accessed 28/05/2018).
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differentiated by the conversational domains that define them, rather than the 
concept of an impersonal autonomous functional subsystem.106

In recent years, the ‘institutional logics perspective’ has developed, which 
stands as an alternative to the macro-sociology of Parsons and Luhmann, and 
is akin to Pask’s approach. An institutional logic is “the socially constructed, 
historical patterns of cultural symbols and material practices, including 
assumptions, values, and beliefs by which individuals and organizations pro-
vide meaning to their daily activity, organize time and space, and reproduce 
their lives and experiences,” (Thornton, Ocasio et al, 2012, p. 2). The authors 
develop “a recursive theory of society that incorporates individuals and orga-
nizations” (op. cit., p. 50).

A seminal work in this approach was the introduction of the concept of “an 
institutional grammar”, based on the view that “institutions are enduring regu-
larities of human action and situation structured by rules, norms, and shared 
strategies, as well as by the physical world” (Crawford and Ostrom. 1995). The 
authors propose a syntax (a set of rules) for this grammar, where each rule has 
five components: ‘attributes’ (those to whom the rule applies), ‘deontic’ (type of 
rule: must, may or must not), ‘aims’ (the particular actions to which the deontic 
applies), ‘conditions’ (the variables which define when, where, how, and to what 
extent an action is permitted, obligatory, or forbidden), and ‘or else’ (the vari-
ables which define the sanctions to be imposed for not following a rule).107

All shared strategies can be written as attributes, aim, conditions; all norms 
can be written as attributes, deontic, aim, conditions; all rules can be written 
as deontic, aim, conditions, or else. Note the accumulation: norms contain the 
attributes of strategies, rules contain the attributes of norms (op. cit. pp. 583–
584). I trust the reader recognises the general cybernetic form of these syntac-
tic rules (see the description of a TOTE unit in part 4).

A given social system, such as a nation state, may have a culture that is 
more or less homogeneous (a monoculture) or heterogenous (a multi-culture). 
Although some similarities of attitude and behaviour are required for the 
concept of culture to be applicable at all, there are a variety of ways in which 
one can find differences, for example, related to gender, age, socio-economic 

106 Pask’s commentaries about social systems are dispersed and relatively few, given that his 
primary interest was in the interactions of social actors. For a discussion of the conversa-
tions that constitute different domains of activity within society (science, art, religion 
and so on), see Pask (1979b). For a detailed discussion of conversational domains and the 
relations between them, see Pask (1976).

107 There is also a body of work on the ‘dynamics of norms’, their formation, maintenance, 
metamorphosis, and dissolution, which uses game theory, decision theory and computer 
modelling. See, e.g., Bicchieri, Jeffrey et al, eds. (1997).
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status, faith or lack of it, family and kinship relations, occupation and inter-
ests. Culture can be conceived of, then, as the set of concepts that is passed 
on from generation to generation, including concepts whose role is to con-
struct and reconstruct other concepts such that the whole body of concepts 
(knowledge and skills, beliefs and practices) is itself self-reproducing. At each 
scale of thinking, from individual to collectives, the psychosocial unity can be 
analysed for its ways of working as a social/cultural system. Its embodiment 
in a set of biomechanical unities can be analysed for its ways of working as an 
organisationally closed system that sustains the psychosocial unity. As Norbert 
Wiener (1950) eloquently expresses it, “Our tissues change as we live: the food 
we eat and the air we breathe become flesh of our flesh and bone of our bone, 
and the momentary elements of our flesh and bone pass out of our body every 
day with our excreta. We are but whirlpools in a river of ever-flowing water. 
We are not stuff that abides, but patterns that perpetuate themselves.” Both 
psychosocial unities and biomechanical unities are patterns that perpetuate 
themselves. In societies, these patterns are perpetuated collectively using all 
manner of biomechanical extensions guided by psychosocial activity: agricul-
tural production, mechanical production, sewage disposal systems, defence 
systems and so on.

With this concept of what is a society, we have neatly voided the distinction 
between cultures and social systems. I see this as an elegant and satisfying way 
of avoiding the conceptual difficulties involved in trying to define them sepa-
rately. However, I do not doubt that social theorists will continue to use the two 
terms for different kinds of emphasis.

It would be remiss of me at this point if I failed to mention other approaches 
to social systems/culture/society, which are explicitly based on systems think-
ing and cybernetics. Seminal work applying systems theoretic concepts in soci-
ology was carried out by Walter Buckley (1967). The general idea of the value of 
a sociocybernetic approach has been promulgated by Felix Geyer (1995) and, 
more recently by Bernd Hornung (2019). I do not have space here to provide 
commentary but encourage the reader to find out more.

As noted in part 1, there is a large and varied field of systems thinking, some 
of which explicitly draws on cybernetics. Much of this work is concerned with 
the understanding of organisations and social institutions but, although it has 
evident overlaps with organisational psychology and cultural anthropology, it 
tends to exist as a discourse separate from the discipline of sociology. For a very 
useful guide to this field, see Ramage and Shipp (2009).108

108 The authors include several cyberneticians in the compendium, including Stafford Beer, 
but, interestingly, fail to include Pask. I suspect summarising his work and ideas proved 
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Stafford Beer, known as ‘the father of management cybernetics’ developed 
a generic model of a viable system (the Viable System Model or VSM) that can 
be applied recursively from the level of an individual up to the level of a nation 
state. The model is based on the workings of the human nervous system and 
how, in real time, it uses ‘the management of variety’ to monitor its internal 
environment and its interactions with its external environment, whilst main-
taining itself as a viable organisation (Beer, 1972). Beer’s work continues to be 
developed and applied, and it is recognised as being particularly relevant in 
the context of the challenges faced by humankind today.109

3 Culture and Personality
Developmental psychologists and paediatricians classify infants as having dif-
ferent, largely biologically given, ‘temperaments’.110 As the infant matures to 
adulthood, under the impact of the culture or cultures in which she lives, and 
other life experiences, the temperament evolves into a ‘personality’, a form 
of personhood, a ‘self ’ with a particular identity. Here, following the ideas of 
Peirce, G. H. Mead, von Foerster, Pask, and others, the self is considered to be a 
form of dynamic organisation capable of signifying itself and others as selves, 
that is, taking itself as an object for observation and contemplation, and others 
as potential partners in the shared expectations required for social interaction.

As discussed in earlier parts, Pask makes a useful analytic distinction 
between a ‘psychological individual’ (P-Individual or psychosocial unity) the 
‘mechanical individual’ (M-Individual or biomechanical unity) that embod-
ies it. The system of concepts, that is the self, include concepts of the self.111 
It is the embodiment of a self that is the source of feelings and emotions. To 
emphasise that the P/M distinction is analytic, made for theoretical conve-
nience, Pask would often say, “A thought is a feeling”.112

too much of a challenge.
109 For a very user-friendly introduction to Beer’s life and work, see Beer and Leonard (2019).
110 Following pioneering work by Thomas, Chess and Birch (1968), there has been a wealth of 

research and theorising about infant temperaments and developmental outcomes. See, 
for example, Rothbart (2012).

111 I like this aphorism from Peirce, “Accordingly, just as we say that a body is in motion, and 
not that motion is in a body, we ought to say that we are in thought, and not that thoughts 
are in us,” Hoopes, op. cit. p. 71.

112 There is a considerable literature about feelings and emotions, with roots in the ideas of 
Charles Darwin. For an understanding of the physiology at the molecular level, I recom-
mend Pert (1999). For competing views about how to classify emotions and the extent 
to which emotions are socially constructed, see Ekman (2004) and Barrett (2018). For 
recent work in neuroscience that shows that ‘emotion’ and ‘cognition’ are not functionally 
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The particular structure and content of an embodied self at any moment 
gives her a particular personality or identity. Concerning the evolving dynam-
ics of the self, von Foerster notes, “At every moment, I can choose who I am” 
(Poerksen, 2003), George Gurdjieff and others (see, for example, Ouspensky, 
1947) note that the self is a multiplicity, a collective of perspectives, which has 
to be managed to provide personal integrity around a set of values. Individuals 
vary in the extent to which they are capable of such self-observation and self-
management. Cultures vary in the extent to which such reflexive work on the 
self is encouraged or acknowledged as common practice (for example, in med-
itation). Concerning the structure of a self and the dynamics of self-awareness 
(consciousness), von Foerster (2003, p. 257) states that “‘I’ is the relation 
between self and observation of self” (or, using the terminology of G. H. Mead, 
‘I’ is the process that computes/describes ‘me’ as a product).

As discussed in part 8, conceptualisation is an ongoing dynamic, heterar-
chical system, an inner conversation in which concepts are constructed and 
reconstructed (remembered) and applied, with much of this activity going 
on in a non-conscious manner. The concepts that are in awareness are those 
about which there is some uncertainty. When the inner conversation reaches 
agreement, temporary hierarchies of concepts are formed, with goals and sub-
goals, that guide directed thought and action. One has decided to do some-
thing. The accompanying process in the brain/body system is that previously 
heterarchical, asynchronous processes have become synchronised. In outer 
conversations, as coordination, cooperation and conflict occur, two or more 
social actors become temporarily synchronised with each other; they ‘lan-
guage’ together (Maturana), they ‘provoke each other’ (Pask),113 they engage 
in ‘language games’ (Wittgenstein), they engage in the ‘dance’ of social inter-
action (von Foerster). They constitute a collective. Recurring forms of inter-
action lead to the establishment of a shared culture with social institutions, 
and the norms (rules) that constitute them. This sharing of cultural expecta-
tions can be found between two persons, as in a marriage, in small groups, 
such as families, clubs and friendship groups, as well as in large collectives, 
business organisations, and whole societies. Wittgenstein (1953) tells us that 
languages are ‘forms of life’, collections of ‘language games’, the shared ways 

distinct, see Pessoa (2013). Durbridge (1994) proposes the term ‘confect’ to capture the 
idea that concepts (cognitive processes) always have an affective component.

113 In Pask’s conversation theory, an understanding within or between P-Individuals 
corresponds to the synchronisation of processes within or between M-Individuals. 
Understandings are examples of ‘information transfer’ (see Pask, 1975b, p. 78). In later 
writings, Pask describes P-Individuals as being organisationally closed but ‘information-
ally open’, in that they can indeed share understandings of each other’s concepts.
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in which humans communicate and cooperate. Languages are too complex 
to be fully captured in grammars or dictionaries. Wittgenstein’s conclusions 
about the human condition are remarkably similar to those of the cultural 
anthropologist, Edward T. Hall (1959), who pioneered the study of non-verbal 
communication within and between cultures. Hall tells us that people from 
different cultures inhabit different ‘sensory worlds’, making it imperative that 
we develop deep understandings of those worlds. “Communication occurs 
simultaneously on different levels of consciousness, ranging from full aware-
ness to out-of-awareness (and uses) a series of delicately controlled, culturally 
conditioned servomechanisms that keeps life on an even keel, much like the 
automatic pilot on an aeroplane” (Hall, 1969, p. 5).

A particular virtue of Pask’s, ‘bottom-up’ understanding of social systems 
as conversations, in contrast to the ‘top down’ macrosociologies of Parsons, 
Luhmann, and others, is that, in any particular situation, one or more social 
actors can be identified as being responsible, as leaders, for the system’s behav-
iour. For this to be the case, we must thoroughly understand how the system 
behaves and who is maintaining that behaviour. If we are indeed autonomous 
selves, we should not just accept the status of being victims of ‘the system’; 
we can work to change it. All who are involved in a social system’s working 
have some responsibility for its effects: the oppressors and the oppressed; the 
rich and the poor; the educated and the ignorant; the wise and the foolish. 
“Any situation in which ‘A’ objectively exploits ‘B’ or hinders his and her pursuit 
of self-affirmation as a responsible person is one of oppression” (Freire, 1996, 
p. 37). “The structure of domination (false consciousness) is maintained by its 
own mechanical unconscious functionality,” Freire (ibid, p. 33). “The energy of 
the oppressed is an instrument for their critical discovery that both they and 
their oppressors are manifestations of dehumanisation” (Freire, ibid, p. 30).

4 Cultural Transmissions and Transformations

The world is a symbolic world in the sense that it consists of con-
ceptually organised, rule-bound belief systems about what exists, 
about how to get to goals, about what is to be valued. There is no 
way, none, in which a human being could possibly master that 
world without the aid and assistance of others for, in fact, that 
world is others.

Jerome Bruner (1985, p. 32)

⸪
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As argued above, cultures (qua social systems or societies) are self-
perpetuating. Their structure may vary as they adapt to changing circumstances 
but their organisational closure is conserved. They reproduce themselves, more 
or less successfully. The biomechanical fabric decays and dies and is replaced. 
The beliefs and behaviours of the culture are passed on from generation to gen-
eration. The newborn are nurtured and socialised. The subsystems that support 
these processes vary in detail from culture to culture. They include the family, 
the education system, and the processes of induction and training that accom-
pany being a member of a particular organisation and occupying a particular 
social role. None of the systems and processes is perfect. Examples of successful 
cultural transmissions are many, for example, the traditions of the great faiths 
and associated civilisations (Huntington, 1997), and the long-term stability, over 
centuries, of some preliterate societies (see, for example, Rappaport, 1967).

Although many cultures are long-lived, they are still subject to change. Some 
cultures suffer more drastic changes, to the point that the culture itself may 
cease to exist. With conquest, the old culture may go underground or become 
‘syncretised’ (amalgamated) with the new. The new ruling elite may adopt the 
old culture as their own. The old culture may be forgotten. However, aspects 
of a culture can be coded and preserved in books and other texts. The texts 
may then be discovered at a later date and the culture re-embodied. For exam-
ple, many Christians have become converts from reading the Bible, not from 
interacting with other Christians. The importation of Greek and Roman texts 
helped transform European culture in the period known as the Renaissance 
(14th–17th centuries).

Transformations occur for a variety of reasons: conflicts and schisms over 
forms of belief, wars over territory or succession, colonisation, revolutions, 
the impact of education and innovations, ecological disasters, epidemics, 
migration, population displacement and replacement, changing demograph-
ics, secularisation, fashion, peer pressure, persecution, enslavement, ethnic 
cleansing and genocide, globalisation.114 In some cases, the beliefs and prac-
tices of a culture lead to its demise. The Shakers, a Christian Sect created in 
1747, practised celibacy. In 1961, the last Shaker community stopped accept-
ing new members. In 2017, it was reported that there were only two Shakers 
still alive.115 Cultures can also collapse because their beliefs and practices are 
inherently negative and life denying. Examples can be found in the rise and fall 
of fascism in European countries in the 20th century. “Evil is not destructive to 

114 For more on this theme, see Berger and Huntington (eds.) (2002).
115 See https://www.smithsonianmag.com/smart-news/there-are-only-two-shakers-left 

-world-180961701/ (accessed 15/05/2020).
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the good alone but inevitably destroys itself as well. For evil, which lives solely 
by negation, cannot continue to exist on its own strength alone,” Hexagram 23, 
I Ching (Wilhelm, 1968, p. 96).

Other examples of long-term survival can be found in cultures and subcul-
tures that persist in the modern world and which have deep historical roots. 
Jewish culture (with roots in Judaism) is a striking example. There are just some 
14,000,000 or so Jews in the world today. As a people, they have been subject to 
displacement and diasporas, in which they have found homes in many differ-
ent parts of the world amongst other cultures. Yet, despite many changing and 
challenging geopolitical circumstances, they have retained a remarkable unity of 
culture. Here, I hazard some reasons for this. Although Jews, as a collective, have 
many political and ideological differences amongst themselves, for example, 
Zionist and non-Zionist, religious and non-religious, there is a strong collective 
identity reinforced by traditional practices within families and local communi-
ties. Life outside the family tends to be centred on the synagogue, which serves 
as a place of worship and a community centre. Practising Jews around the world, 
that is, those who attend the synagogue regularly, keep the Sabbath, celebrate 
the annual round of religious festivals and engage in the reading of scriptures 
and singing of psalms according to a prescribed weekly order. There are strong 
pressures to conform, in some cases, very strong, as found in orthodox communi-
ties.116 In less orthodox communities, it is still common for marriage to someone 
outside the Jewish community to be frowned upon.

Many other cultures have persisted as part of literate civilisations over 
many centuries: for example, those based on Christianity, Confucianism and 
Taoism, Hinduism, Buddhism, and Islam. In all cases, institutions exist - or 
have existed - to disseminate relevant beliefs and practices and to encourage 
participation. Often these are subtle and not so subtle forms of oppression. 
C. S. Peirce states this very clearly in his essay on “The fixation of belief” in his 
discussion of the fixing of belief by the ‘method of authority’.

Let an institution be created which shall have for its object to keep cor-
rect doctrines before the attention of the people, to reiterate them per-
petually, and to teach them to the young; having at the same time power 
to prevent contrary doctrines from being taught, advocated, or expressed. 
Let all possible causes of a change of mind be removed from men’s appre-
hensions. Let them be kept ignorant, lest they should learn of some 

116 In the time of St Paul, the leaders of synagogues had the power to impose a punishment 
of 40 lashes on those who were convicted of blasphemy. St Paul received this punishment 
three times for preaching the Gospel of Jesus Christ.
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reason to think otherwise than they do. Let their passions be enlisted, 
so that they may regard private and unusual opinions with hatred and 
horror. Then, let all men who reject established belief be terrified into 
silence. Where ever there is a priesthood – and no religion has been with-
out one – this method has been more or less made use of.

Hoopes, 1991, pp. 152–153

The method of authority will always govern the mass of mankind; and 
those who wield the various forms of organised force in the state will never 
be convinced that dangerous reasoning ought not to be suppressed in some 
way. If liberty of speech is to be untrammelled from the grosser forms of 
constraint, then uniformity of opinion will be secured by a moral terrorism 
to which the respectability of society will give its thorough approval.

Hoopes, op. cit., p. 158

In modern times, Peirce’s moral terrorism is known as ‘political correctness’.

5 Opening up Inter-Cultural Conversations

Pluralism is a social situation in which people with different eth-
nicities, worldviews, and moralities live together peacefully and 
interact with each other amicably … It makes little sense to speak of 
pluralism if people do not talk with each other – for instance, where 
people do interact but only as masters and slaves, or where they 
live in sharply segregated communities and only interact in exclu-
sively economic relations. For pluralism to unleash its full dynamic, 
there must be sustained conversation, not necessarily between 
equals, but extended in time and covering a broad range of subjects. 
Anthropologists have two useful terms for this: commensality and 
connubium, eating together and/or marrying each other; put dif-
ferently, we are referring to dinner conversation and/or pillow talk.

Berger, 2014, p. 1

…
It would be foolish to despise tradition. But with our growing self-
consciousness and increasing intelligence we must begin to control 
tradition and assume a critical attitude toward it, if human relations 
are ever to change for the better. We must try to recognize what in 
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our accepted tradition is damaging to our fate and dignity – and 
shape our lives accordingly.

Albert Einstein, https://onbeing.org/blog/albert-einsteins-essay-on 
-racial-bias-in-1946/ (accessed 30/06/2018)

…
The world’s greatest – as yet to be tapped – resource is its ethnic 
diversity.

Edward T. Hall, anthropologist

…
Star Trek was an attempt to say that humanity will reach maturity and 
wisdom on the day that it begins not just to tolerate but take a special 
delight in differences in ideas and differences in life forms. […].

Gene Roddenberry, creator of Star Trek

…
My house will be called a house of prayer for all nations.

Isaiah, 56, 7

⸪
Sadly, prejudice and discrimination occur in many forms in many societies. It 
is often termed ‘racism’. This is a misnomer as there is no scientific basis for the 
concept of ‘race’. Unfortunately, many who espouse ‘anti-racism’ views con-
tinue to use the term, giving it a spurious legitimacy. It should be discredited 
completely. Unsophisticated ‘racists’ are usually not aware they are speaking in 
ignorance.117 There are many other terms in common usage that are not well-

117 I once encountered a ‘right-wing’ English woman. From her accent and manner, I thought 
she was a reasonably well-educated middle-class person. I discovered she believed black 
and white people were different ‘species’. I did my best to explain to her that all humans 
belong to the same species.
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defined. They include ‘religion’, ‘right wing/left wing’, ‘popularist’, ‘globalist/
nationalist’, ‘multiculturalism’, ‘black/white’.

Here I wish to make a particular plea regarding the need to open up inter-
cultural conversations. Whilst geopolitics happens at the level of ‘statespersons’ 
(waging wars, negotiating peace, making trade deals, arguing over territorial 
ownership and access to resources) cultural conflicts continue to mar and 
impede the ‘global conversation’ (Scott, 2010). Examples are the explicit cul-
tural imperialisms of the Western capitalist democracies, of Islam, of Judaism 
in the form of Zionism, and other organised belief systems that impose dog-
matic creeds by indoctrination and other means. I wonder: how many Jews 
and Muslims (and, of course, Christians) are familiar enough with the parable 
of “The Good Samaritan”, as found in the Christian New Testament, to be able 
to tell the story and explain its significance? This short text challenges two 
often taken for granted concepts, “Who is my ‘neighbour’?” and “What does it 
mean to be ‘pure’ or ‘holy’?”118

Multiculturalism (aka ‘pluralism’), when it works, usually refers to an un-
reflexive getting on with each other amongst human beings. In Turkey, for 
example, many of the Muslim population treat all persons as brothers and sis-
ters, not just fellow Muslims. Troubles happen when demagogues come along 
and provoke divisions. Irreconcilable differences in beliefs and practices are 
emphasised instead of being passed over ignored or forgotten. If we are to have 
cultural melting pots, we need honest and open critiques made with a spirit of 
love, this is most difficult to implement. A major problem regarding interfaith 
encounters is the prohibition or active discouragement in some traditions 
against becoming familiar with the teachings and traditions of other faiths. 
How do we highlight similarities, differences and distortions, if texts and tradi-
tions are not open to scrutiny and discussion?

In contrast to openness to learning about the other (as pursued in many 
Western schools), there are many ways in which members of particular cul-
tures are dissuaded by their fellows from learning about other cultures. For 
example, St Paul warns against Christian believers marrying (being ‘yoked to’) 
non-believers. In more recent times, the Islamic Educational, Scientific and 
Cultural Organisation, a worldwide organisation,119 has issued a document 
with 111 pages, entitled Strategy for Islamic Cultural Action Outside the Islamic 

118 In Scott (2015), I use concepts from sociocybernetics to analyse what I see as pathological 
about the Abrahamic faiths.

119 https://www.isesco.org.ma/ (accessed 30/06/2018). ISESCO has 54 Member States, along 
with three Observer States, out of the 57 Member States of the Organization of Islamic 
Cooperation https://www.oic-oci.org/home/?lan=en.
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World.120 The text provides guidance about how to preserve and disseminate 
Islamic culture in host states. There is a warning about “the aspiration of eco-
nomic globalization to become cultural globalization, imposing a single cul-
tural model worldwide” (p. 11) and “As the danger of ‘culture unification’ is now 
threatening Islamic people in their own countries due to the globalization of 
communication, this danger becomes even more serious when it comes to 
Muslim immigrant communities and minorities living in a non-Islamic envi-
ronment, where the new generations of Muslims are raised in institutions not 
meant for them in the first place.” Amongst the many actions advised to coun-
teract culture unification, there is the advice that Muslims should engage in 
friendly ways with a host nation to further Muslim interests and to take oppor-
tunities to proselytise for Islam. However, there is nowhere in the text the sug-
gestion that Muslims should learn about the host culture and its beliefs.

It is a salutary exercise to compare the ISESCO document with a 217-page 
document produced by the Council of Europe, entitled “Intercultural Dialogue 
as a Basis for Peace and Sustainable Development in Europe and its Neighbouring 
Regions”.121 Here is an extract.

The cultural sphere is a domain of the active production, reproduction 
and renewal of the complex and evolving identities which are them-
selves the subjects of intercultural dialogue. It provides opportunities 
for the understanding of increasingly complex identities, often multiple 
and shared, to be subjected to new perspectives, and for their contradic-
tions to be explored in a non-threatening and often revelatory manner. 
It engenders new combinations of diverse elements of identity, through 
fusions and appropriations, which offer exciting innovations. The co-
habitation in one locality of different identities has been an important 
driver of creativity and prosperity, and the recognition of a diversified 
concept of heritage has become a central component of cultural policy 
that is relevant to today’s changing societies.

Thankfully, there are many who see through the divisions and recognise the 
universals that apply to the human condition. When I was on a trip to Turkey a 
few years ago, a young Turkish/Kurdish taxi driver, with little English, engaged 
me in conversation. He said he wished to improve his English. He went on to 
say, “No country, no religion, only heart, only human.”

120 https://www.isesco.org.ma/wp-content/uploads/2015/05/Strategy-for-Islamic-Cultura
l-Action-outside-the-Islamic-World.pdf (accessed 30/06/2018).

121 https://rm.coe.int/16806b0157 (accessed 30/06/2018).



Sociocybernetics and Complexity 1.2 (2020) 1–128

112 Scott

Part 12 Summing up and What Comes Next

1 Introduction
I begin this final part by giving a brief summary of what I have attempted to 
do in this publication. I also give links to online resources for the reader who 
wishes to look more deeply into what cybernetics is about and what it can 
offer. I then give myself the freedom to address the issues we humans face and 
to make some exhortations about how we should think and act, collectively 
and wisely. In the final section, I look a little more closely at how, as individu-
als, we live our lives: our values, attitudes and ethics.

2 What Next?
Throughout this publication, I have tried to create and maintain a consistent 
view of what cybernetics has to offer. It was not brought into being to be a spe-
cialist academic discipline. From the beginning, it has offered itself as a way of 
coming to understand the world and as a way of acting in the world to bring 
about the futures we desire. My main aim has been to introduce cybernetics 
to those who are unfamiliar with it. I have also given examples with particular 
relevance for the social sciences. Not all of these topics will be of interest to 
all readers. Concerning psychology, I have discussed cognition and conscious-
ness, particularly the ideas of Gordon Pask, which are not well known outside 
of the UK. I have also used Pask’s work in my discussions of the relevance of 
cybernetics for education. Again, it is fair to say that his work is better known 
in the UK than in the USA and most other parts of the world, particularly his 
and his colleagues’ studies of styles and strategies of learning, and the design 
of interactive learning environments. I have also laid stress on his analytical 
distinction between biomechanical unities (M-Individuals) and psychosocial 
unities (P-Individuals), which, when applied recursively, provides a richness 
of forms of explanation for all social levels from a person conversing with her-
self to the highest levels of collectives. In various parts of the publication, I 
have addressed communication studies, of relevance for social psychologists, 
psychotherapists, micro and mesolevel sociologists, and anthropologists. I 
have only briefly touched on macrolevel sociology, organisational psychology, 
management science, and design studies. I leave it to the reader with specialist 
interests to follow up on the references I have provided to learn more about 
how cybernetics contributes to these disciplinary areas.

For the reader wishing to learn more about cybernetics and the specialist 
topics that I have briefly alluded to, for example, self-organisation, first and 
second order cybernetics, autopoiesis, and the biology of cognition, again, I 
recommend following up on the references I have provided. There are several 
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resources available online that I recommend. Here are a few: Ross Ashby’s 
(1956) Introduction to Cybernetics can be found at http://pespmc1.vub.ac.be/
books/IntroCyb.pdf;122 von Foerster’s (2003) Understanding Understanding 
is available at https://www.pangaro.com/Heinz-von-Foerster/Heinz_Von_
Foerster-Understanding_Understanding.pdf. Four of Pask’s books and a selec-
tion of his papers can be found at https://www.pangaro.com/pask-pdfs.html; 
there is an archive covering the work of Maturana and Varela at http://www.
enolagaia.com/AT.html; cybernetics related resources can be found at http://
pespmc1.vub.ac.be/ and https://www.univie.ac.at/constructivism/. See also 
the websites of the American Society for Cybernetics (https://asc-cybernetics.
org/), the UK’s Cybernetics Society (http://www.cybsoc.org/), and the World 
Organisation of Systems and Cybernetics (http://wosc.co/). A very special 
source is a paper by Warren McCulloch (1974), “Recollections of the many 
sources of cybernetics”. In places, it is technically challenging but it provides a 
breathtaking ride through the author’s life with an account of the emergence 
of cybernetics and beyond (available at https://cepa.info/2312).

Alex Riegler, the editor of the journal Constructivist Foundations, has cre-
ated a Constructivist E-Print Archive, CEPA (https://cepa.info/), which contains 
many texts directly related to cybernetics. It also contains many other texts that 
follow ‘constructivist approaches’. Riegler has identified more than a dozen such 
approaches that have emerged in recent years (https://cepa.info/approaches).123 
Many, not all, have been influenced by the work of Ernst von Glasersfeld, who, 
drawing largely on the work of Jean Piaget and the ideas of Giambattista Vico 
and George Berkeley propagated ‘radical constructivism’ (von Glasersfeld, 1995). 
Many years ago, I coined the aphorism, “-isms lead to schisms.” As a cyberneti-
cian, who looks for transdisciplinary unity, I despair at the many ways in which 
‘constructivism’ is debated. I see this as more noise and redundancy in the aca-
demic marketplace. To be fair, there are now authors who look to unify construc-
tivist approaches. An essay in this direction, which I applaud, has been made by 
Ranulph Glanville, with the title, “Radical constructivism = Second order cyber-
netics” (Glanville, 2012, available at https://cepa.info/2695).

3 Exhortations

True fellowship must be based on a concern that is universal.
I Ching, Hexagram 13 (Wilhelm, 1968, p. 56)

122 All the links cited in this part were accessed on 19/08/20.
123 For some historical background, see Riegler (2012).



Sociocybernetics and Complexity 1.2 (2020) 1–128

114 Scott

…
At any moment we are free to act towards the future we desire.

von Foerster, 2003, p. 206

…
There is no true word that is not at the same time a practice. Thus, 
to speak a true word is to transform the world.

Freire, op. cit., p. 68

⸪
Although conflict and cooperation are present in the biological world, why 
is it that we cannot remove conflict from the cultural world? The cultural is 
distinct. It is the world of human control and communication, human con-
sciousness, human social systems, sociocybernetics. We need to ask, what are 
the pathologies of control and communication that need to be remedied in 
politics, economics, legislation, education, social and health care, entertain-
ment, media of communication (mass and social)? Pathologies can be cultur-
ally embedded to the point of invisibility. They can be explicitly embedded in 
rules, laws and other conventions; they are found in the belief systems that 
people use to give meaning to their lives, that guide their behaviour.

Over millennia, power elites have come into being and taken control; they 
have reproduced themselves from generation to generation and so it is today; 
social mobility is largely an illusion. I, myself, have moved from the working 
classes in England to the middle classes but I am still a million miles away 
from the established elites.124 The rich and powerful live in a different world. 
Access to them is guarded; interaction with them is carefully controlled. Both 
sides of this divide are lessened by it. Social mobility, at its best, is not about 
going up or down social hierarchies, it is about having the freedom and oppor-
tunity to find one’s place in the world, to self-actualise, to discover and use 
one’s talents, to learn how to give as well as receive. Social hierarchies should 
be temporary things, formed for a useful purpose. The natural human state is 
one of anarchy, which is what I enjoy most of the time, living as I do in rural 

124 In my 20s, I spoke with a young Colombian student about my being from a lower class. 
She said, “Compared to my country, everyone in England is at the top.”
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England. Maturana describes this condition well: “A truly human society is…. 
a non-hierarchical society for which all relations of order are constitutively 
transitory and circumstantial to the creation of relations that continuously 
negate the institutionalization of human abuse,” Maturana and Varela (1980, 
Introduction, Point 15).

I write this as we are experiencing the Covid-19 pandemic. Catastrophic eco-
logical disasters are happening now; they will continue and, most likely, get 
worse, despite our belated attempts to mitigate them. Meanwhile, we continue 
to have cultural and geopolitical conflicts. Eventually, there are likely to be 
huge reductions in the global population. The idea of some remnant of human 
beings escaping to another life-supporting planet is ridiculous. Developments 
in AI and global control and communications technologies will continue until 
they are fragmented by shortages of materials, conflict and social collapse. 
The propaganda wars waged in educational institutions and communications 
media will continue. We need universal values of caring and sharing, with-
out the burdens of political ideology or religious dogma. Is this too much to 
ask? We need to nurture a suitably educated subset of the population, with an 
understanding of the human condition and a desire to work for the good of all 
mankind.125 Many with such a desire already exist. However, as yet, they do not 
speak with one voice.126 We need the meta-solution of fostering effective solu-
tions. We need to empower and encourage younger generations to be creative 
and wise.127

4 Values, Attitudes, Ethics

It is not the level of wealth in a country that is decisive, but rather 
commitment to key values, such as the wellbeing of mothers and 
children, nutrition and education. Without these, no civilization 
can continue. As long as large numbers of people think they will 
find their salvation in the faith of scientific technocracy, or any other 
of these limited faiths, each with its own set of self-supporting but 
limited and isolating values, modern life will continue to be frag-
mented, arts and intellectual pursuits will be without a centre of 

125 “If anyone wants to be first, he must be last of all and servant of all,” Mark 9, 35.
126 The Union of International Associations lists more than a thousand organisations con-

cerned with peace. The list is not exhaustive. See https://uia.org/ybio?name=peace 
(accessed 17/08/2020).

127 “The superior man acquaints himself with many sayings of antiquity and many deeds of 
the past, in order to strengthen his character thereby.” I Ching, Hexagram 26 (Wilhelm, 
1968, p. 105).
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gravity, and politics will not be properly related to the real human 
problems or to continuing human existence in the long run.

Bruce Buchanan (1997, p.714)

⸪
When we assign values, we make distinctions and, vice versa, when we make 
distinctions, we assign values (Spencer-Brown, 1969, p. 1). Buchanan (op. cit.) 
presents a cybernetic model of value creation and maintenance. For Buchanan, 
values are metagoals, often tacit, whose attainment and maintenance con-
strain how other, more instrumental, goals are achieved. For example, one may 
have the goal of obtaining sustenance but be constrained by the meta-goal of 
not harming a fellow human being or, in the case of vegetarians, not harming 
fellow animals.128

Von Foerster refers to the ongoing role of values in determining our conduct 
as our ethics. He likens them to a river that underlies all that we do. He cites 
Wittgenstein (1961, proposition 6.421) in emphasising that it is clear that eth-
ics cannot be articulated. If our ethics do become explicit our use of language 
degenerates into moralisations, rules with rewards and punishments.129 “Ethics 
has nothing to do with punishment and reward in the usual sense of terms … 
There must indeed be some kind of ethical reward and punishment, but they 
must reside in the action itself” (ibid, 6.422). Von Foerster goes on to say, and 
here I am giving a very terse précis, ethics is not concerned with the truth or 
what people assert to be the truth (their understandings), it is concerned with 
the understanding that understandings always rest on the decisions made 

128 A note on terminology: many social scientists study ‘attitudes’: how they are formed and 
how they may be changed. The concept of an attitude distinguishes the cognitive and 
affective aspects of values. The cognitive aspect is a statement of belief, for example, “Men 
are superior to women”; the affective aspect refers to how strongly a particular belief is 
held and how resistant it is to attempts by others to modify it.

129 The terms, ‘morals’ and ‘ethics’, are used in a variety of ways. Sometimes they are used 
as synonyms. Sometimes ethics is used to refer to explicit rules of conduct and morals 
is used to refer to personal decisions made in particular situations. On other occasions, 
as with von Foerster, the usage is the reverse: a distinction is made between explicit 
moral codes and the ethical choices made in particular situations. A distinction is also 
sometimes made between ‘situational ethics’ (as described by von Foerster), referring to 
personal choices, and ‘situated ethics’, which refers to the guidelines decided upon by a 
community with respect to a particular domain of activity, such as medicine, law or other 
professional practice, buying and selling, parenting, or membership of a club.
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about undecidable questions.130 Von Foerster provides an ethical commit-
ment, “I shall act always so as to increase the number of choices.” Von Foerster 
is inviting us to continue to learn, to be open-minded, to be life-enhancing not 
life denying. Our languaging, what we say and what we do, makes us aware of 
ourselves (our ‘consciousness’). It also connects us with others and makes us 
aware of our interdependence (our ‘conscience’). Pask (1991) argues that the 
one fundamental human freedom is the right of actors to interact; he exhorts 
us to aim for unity without uniformity. Beware of those who restrict that free-
dom; beware of those who impose uniformity on our ways of thinking, our 
ways of living and dying, our ways of loving.
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